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Abstract: In the recent time with the increasing rate of data, the security threats on these data have also increased. So, the volume of 
alerts generated by unified threat manager (UTM) becomes very large. Using conventional methods to analyze a lot of data would drag 
down the system performance. This paper is a proposal to a system, which will take the UTM logs as the input and analyze these logs 
using Hadoop Map-Reduce programming mode. Thereby, presenting some threat perceptions by determining the traffic statistics and 
produce a summarized alarm reports for discovering, predicting and stopping the security threats in the system at a comparatively faster 
rate. The system would analyze the logs directly at the time of some alerts occurrence and also historical data (logs) from the firewall in 
order to search for attack signatures (anomaly and patterns) for predicting attacks.  
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1. Introduction  
 
Security of data is a major concern in the present time. With 
the increasing complexity of computer system, databases and 
the networks around the globe, the attacks on these systems 
have also grown very complex. The use of the traditional 
antivirus, firewall etc individually could no longer provide 
proper security to our valuable data. So, unified threat 
management (UTM) was being introduced, a complex system 
which merges antivirus, firewalls, IDS, VPN etc that will 
together provide protection to the system and data. 
 
But every system has vulnerabilities. Even UTM cannot 
provide full security from the new and complex types of 
attacks. The proper analysis of the UTM logs will help us to 
understand and recognize these new and complex threats. 
Data mining is a powerful technology with great potential to 
help companies focus on the most important information in 
the data they have collected. Data mining (also called as data 
or knowledge discovery) is the process of analyzing data 
from different perspectives and summarizing the results into 
useful information - information that can be used to identify 
patterns or signatures. It allows users to analyze data, 
categorize it, and summarize the identified relationships. In 
technical terms, data mining is the process of finding 
correlations (or patterns) among dozens of fields in large 
relational database. There are several traditional techniques 
and software that were being used for log analysis. But, with 
the ever increasing number of threats and attacks, the volume 
of logs generated by the various components of the UTM 
becomes very large. The use of the conventional methods to 
analyze this huge volume of logs has several problems. 
Firstly, it will drag down the system performance. Secondly, 
it is easy to ignore the crucial information in large amount of 
alerts. Moreover, the conventional methods are time 
consuming and also costly. 
 
2. Background and System Overview 
 
Data is one of the most valuable terms in today’s world and 
security of this data is a major concern. Various types of 
measures like antivirus, firewall, intrusion detection system, 

unified threat manager etc are being used for providing 
security to the data. With the increasing complexity of the 
security threats, these traditional approaches could no longer 
provide proper security. So, analysis of the logs from these 
systems help companies focus on the most important 
information related to security in the data they have collected. 
Data mining (sometimes called data or knowledge discovery) 
is the process of analyzing data from different perspectives 
and summarizing it into useful information - information that 
can be used to identify patterns or signatures for providing 
threat perceptions by determining the traffic statistics. 
Unified threat manager (or UTM) is an evolution of the 
traditional firewall into an all-inclusive security product 
which is able to perform multiple security functions with one 
single appliance like; 
 
• Network firewalling 
• Network intrusion prevention 
• Gateway anti-spam 
• VPN, content filtering, load balancing 
• Data leakage protection and 
• On-appliance reporting 
 
But, since the volume of logs generated is massive and are of 
both structured and unstructured data, it is easy to ignore 
some crucial information. Thus it becomes very difficult to 
process using traditional database and software techniques. 
Moreover, the conventional methods that are being used are 
not time efficient and also are very expensive. The proposed 
system efficiently uses Hadoop for analysis of this massive 
volume of logs. Hadoop [10] makes it possible to run 
applications on systems with thousands of nodes involving 
thousands of terabytes of data. The distributed file system in 
Hadoop facilitates rapid data transfer rates among the nodes 
and thereby allows the system to continue operating 
uninterrupted in case of a node failure. Even when a 
significant number of nodes become inoperative, this 
approach lowers the risk of catastrophic system failure. 
Hadoop was inspired by Google’s MapReduce, which is a 
software framework where an application is broken down 
into numerous small parts. Any of these parts (also called 
fragments or blocks) can be run on any node in the cluster. 
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Hadoop kernel, the Hadoop distributed file
[24], MapReduce and a number of related
Apache Hive, HBase and Zookeeper 
current Apache Hadoop ecosystem. 

Figure 1: Map-Reduce architecture
 
Analysis of UTM logs using Hadoop 
source framework running applications on
of commodity hardware) to present some
by determining the traffic statistics and produce
alarm reports for discovering, predicting
security threats in the system in a relatively
time (within an hour or two) is in the scope
This system could be installed in an extra
connected directly to the UTM [12] or 
facilitate in getting the logs directly at
alerts, analyze those as-well-as historical 
to search for attack signatures for predicting
produce reports that could be sent to the
email or SMS.  
 
3. System Design 
 
Security of data is one of the major concerns
time. With the increasing complexity of
databases and the networks around the globe,
these systems have also grown very complex.
traditional antivirus, firewall etc individually
threat management (UTM) a complex system
antivirus, firewalls, IDS, VPN etc cannot
protection from the new and complex types
system and data. Every system has vulnerabilities.
for organizations with UTM or multiple 
monitoring and responding to the high volumes
be a very complex and time consuming process.
earlier, there exist a lot of different approaches
being used for analyzing the logs. But, in
the volume of logs is huge, the effectiveness
approaches diminishes.  
 
UTM generates a large volume of alerts, where
are either false positives or of low importance.
monitoring of UTM logs can reveal a wealth
about threats to an organization. In
compromise the logs play a critical role
extent of the attack, and as evidence against
makes it hard for the human to spot alerts
attention. Hence, the Traffic Statistic Determiner
be used in order to effectively analyze these

International Journal of Science and Research (IJSR)
ISSN (Online): 2319-7064 

Volume 3 Issue 3, March 2014 
www.ijsr.net 

file system (HDFS) 
related units such as 
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 (which is an open 
on large clusters built 

some threat perceptions 
produce summarized 

predicting and stopping the 
relatively small amount of 

scope of this paper. 
extra computer system 

 firewall. This will 
at the time of some 

 data (logs) in order 
predicting attacks and 

the administrator via 

concerns in the present 
of computer systems, 
globe, the attacks on 

complex. The use of the 
individually or even unified 

system which merges 
cannot provide total 
types of attacks to the 

vulnerabilities. However, 
 firewalls effectively 

volumes of alerts can 
process. As discussed 

approaches for that are 
in the situations when 

effectiveness of these 

where many of them 
importance. Regular 

wealth of information 
In the event of a 

role in evaluating the 
against the attacker. This 
alerts which need more 
Determiner (TSD) can 
these logs. 

TSD is a log analysis system 
(huge log files) based on Hadoop.
TSD is shown in figure 2, which
and efficient analysis technique
The UTM logs (L) are composed
<date> <time> <devname>
<eventtype> <level> <policyid>
<srcport> <dstip> <dstport> <dstintf>
<profile> <status> <reqtype> 
<method> <cat> <catdesc> etc.
each line of log only certain fields
whereas the others are filtered
of logs and thereby increases the

Figure 2: TSD system

If Ln be a line of log, then 
Ln = (Ldate, Ltime, Ldevname, Ldevid
Llevel, Lvd, Lpolicyid, Lidentidx, Lsessionid
Ldstport, Ldstintf, Lservice, Lhostname, 
Lsentbyte, Lrcvdbyte, Lmsg, Lmethod, L

After filtering out some of the 
log (LR) is obtained, 
LR = (Llevel, Lsrcip, Lsrcport, Ldstip, L

For LR, 
Table 1:  Results after filtering

These reduced logs as shown
taking any Lstatus as a filter 
reduced log file as shown in Table.2.

Table 2:  Results after 

Finally, the records are displayed
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 especially for big data analysis 
Hadoop. The system architecture of 

which provides a more effective 
technique for analyzing large log files. 

composed of the different fields like 
<devname> <devid> <logid> <type> 

<policyid> <sessionid> <srcip> 
<dstintf> <service> <hostname> 
 <sentbyte> <rcvdbyte> <msg> 
etc. So, in this technique, from 
fields are considered for analysis 

filtered out. This reduces the volume 
the speed of analysis. 

 
system architecture 

 

devid, Llogid, Ltype, Lsubtype, Leventtype, 
sessionid, Lsrcip, Lsrcport, Lsrcintf, Ldstip, 

 Lprofiletype, Lprofile, Lstatus, Lreqtype, 
Lcat, Lcatdesc).  

 less important fields, a reduced 

Ldstport, Lstatus, Lmsg,). 

filtering out some less important fields 

 

shown in Table.1 are then analyzed 
 which will result in a further 
Table.2. 

 taking Lstatus for filtering 

 
 

displayed taking Idstip as keyword for 
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listing out all the logs from different sources to that ip along 
with the number of times if redundant. Thus, TSD produces 
the analytical report that can be easily examined by the 
administrator to percept threats. 
 
4. Related Works  
 
Analyzing logs with the existing system is a very time 
consuming approach and is inefficient (the analysis which is 
not completed in time is not useful or invalid). There exist a 
lot of different approaches for this purpose. The data mining 
concepts like Frequent Itemset Mining and data clustering 
[3], Building IDS Log Analysis System on Novel Grid 
Computing Architecture [1], Analysis Console for Intrusion 

database, Clustering Event Logs Using Iterative Partitioning 
[5], Analyzing cluster log files using Logsurfer [16], Stateful 
inspection of logs [7], association mining of the logs, event 
correlation etc are being used for effectively analyze the logs. 
However, these existing methods prove to be inefficient and 
time consuming while it comes to big data. In contrast to the 
existing methods cited above this system proves to be better 
for the analysis of huge UTM log files. 
 
5. Implementation and Results 
 
The output of the proposed system is a reduced and 
simplified record file. The final output was verified and an 
instance of it is shown in following figure 

 

 
Figure 3: TSD output 

 
6. Conclusion  
 
To summarize, security of data is a major concern in the 
present time. With the increasing complexity of computer 
system, databases and the networks around the globe, the 
attacks on these systems have also grown very complex. The 
use of the traditional antivirus, firewall etc individually or 
even unified threat management (UTM) a complex system 
which merges antivirus, firewalls, IDS, VPN etc cannot 
provide total protection from the new and complex types of 
attacks to the system and data. Every system has 
vulnerabilities. Regular monitoring of UTM logs can reveal a 
wealth of information about threats to an organization. In the 
event of compromise the logs can be used in evaluating the 
extent of the attack, and as evidence against the attacker. 
UTM generates large amounts of alerts, with most of them 
being either of low importance or false positives. This makes 
it hard for the human to spot alerts which need more 
attention. Hence, hadoop is being used to effectively analyze 
these logs for a better threat perception.  
 
7. Future Scope 
 
In the present scenario the input is taken as a .txt file from 
UTM, but this can be extended for different other systems 
logs and input formats. The TSD algorithm could be 
optimized for better performance and the output report needs 
to be integrated with more elements, such as attack 
verifications, suggestion approaches and so on. 
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