Abstract: In recent years feature selection is an eminent task in knowledge discovery database (KDD) that selects appropriate features from massive amount of high-dimensional data. In an attempt to establish theoretical justification for feature selection algorithms, this work presents a theoretical optimal criterion, specifically, the discriminative optimal criterion (DoC) for feature selection. Computationally DoC is tractable for practical tasks that propose an algorithmic outline, which selects a subset of features by minimizing the Bayes error estimated by a non-parametric estimator. A set of existing algorithms as well as new ones can be derived naturally from this framework. In the proposed Discriminative Clustering based feature Selection algorithm (DCBFS) minimum spanning tree is constructed to group the similar feature from the dataset. Also, efficient algorithms for multiple kernel learning and best feature selection algorithm are introduced. Kernel function called Gaussian Radial basis Polynomial Function (GRPF) is introduced in order to improve the classification accuracy of Support Vector Machines (SVMs) for both linear and non-linear data sets. The aim is Support Vector Machines (SVMs) with different kernels compared with back-propagation learning algorithm in classification task. Finally the proposed algorithm is improved in terms of accuracy and time compared to the existing algorithm.
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1. Introduction

A "feature" or "attribute" or "variable" refers to an aspect of the data [1]. The Data mining techniques are embedded in Feature subset selection by eliminating the irrelevant features from the dataset. Since Irrelevant features might consume negative effects on a prediction task. Furthermore, the computational complication of a classification procedure might suffer after the curse of dimensionality affected by numerous features. When a dataset contains numerous irrelevant feature variables and simply a few examples, it results in over fitting. In addition the records or data are typical, categorized by fewer variables. Feature selection has been applied in many fields such as multimedia, image classification and biometric recognition. Feature selection methods can be divided into:

- Filter approach
- Wrapper approach
- Embedded approach

The filter approach computes the feature evaluation weight but without performing classification of data, eventually finding the ‘good’ subset of features. The wrapper-based methods employ some inductive classification algorithms to evaluate the goodness of subset of features being selected.

The Embedded approaches is a Specific learning machine that performs variable selection (implicitly) in the process of training E.g. WINNOW-algorithm (linear unit with multiplicative updates) Feature selection can significantly increase the performance of a learning algorithm in terms of both accuracy and computational time but it is not easy in the existing methods.

Optimal criterion for feature selection, namely the discriminative optimal criterion (DoC), is used as a complementarity to the representative one (referred to as representative optimal criterion (RoC)). The DoC directly attempts to maximize the classification accuracy and naturally reflects the Bayes error in the objective. Compared to RoC, DoC is practically positive in supervised classification. However, DoC is computationally intractable as it involves unknown probabilistic densities. To make DoC practical, an algorithmic framework for feature selection has to be proposed, which selects a subset of features by minimizing the Bayes error estimated by a nonparametric estimator.

2. Related Works

Wrapper or Embedded methods [2] [3] use a specific type of classifier to evaluate the quality of a feature subset of high dimensional data and select the optimal feature subset by minimizing the training error at chosen classifier. The wrapper approaches of feature selection aim to find the minimum discriminative features to reach the high classification accuracy, while the filter approaches are derived to compute the ‘best’ subset of features in terms of some criteria. However, the inherent nature among features such as function regulation and frequent patterns has been ignored in both filter and wrapper approaches. The major disadvantage of those methods is that each subset of features is evaluated regarding their dependencies, thereby ignoring the functional regulation among the features [4].

Kenneth et al. [7] proposed a technique for non-parametric Evaluation of Renyi’s Entropy to train the preprocessor by maximizing the mutual information between the class labels.
and the output of the preprocessor. The results also directly associated with the Bayes error for classification [7].

Relief algorithm [5] recently interpreted as a method that optimizes the average heuristically margin [6], [7] [8] though the secret behind the meaning of the boundary is unclear. To the deep understanding of existing feature selection methods and strategies for the expansion of novel algorithms, it is extremely necessary to find optimal feature selection evaluation criteria that have sound theoretic sympathetic condition.

(Buturović He) Proposed to use the k-NN estimate of Bayes error in the transformed space as an optimization criterion. Here, the Bayes error is approximated by upper and lower error bounds for the appropriate range of k, and then minimized using the simplex algorithm in the space spanned by transformation matrix coefficients. Apparently, the performance of this method depends on k.

An advantage of this approach is that the number of features necessary for classification without serious information loss can be predicted.

(Hild, et al., 2006) [9] Proposed the Feature extraction method by utilizing an error estimation equation based on the Bhattacharyya distance. A new criterion for feature extraction was proposed to use classification errors in the transformed feature space, which are predictable using the error estimation equation.

N. Vasconcelos (2003) [10] proposed Main results of a theoretical characterization of the problems for which the principle is guaranteed to be optimal in the infomax sense.

Kai Yu et al. (2003) proposed the Collaborative filtering has been very successful in both research and practice. However, important research issues remain to be addressed in order to overcome two fundamental challenges in collaborative filtering. (1) Scalability: Existing collaborative filtering algorithms can deal with thousands of consumers in a reasonable amount of time, but modern E-Commerce systems need to handle millions of consumers efficiently; (2) Accuracy: Consumers need recommendations they can trust to help them find products they will like.

3. Proposed Methodology

In this chapter the proposed concept, the discriminative feature selection and discriminative feature selection result with Nonparametric Bayes Error Minimization and SVM based classification algorithm. The proposed methodology discusses about the feature selection using DCBFS algorithm;

- Discriminative Clustering Based Feature Selection with SVM
- Discriminative Clustering Based Feature Selection with GRPF-SVM

Existing both SVM and KNN algorithm doesn’t select best features, clustering based feature subset selection will differs from normal feature selection algorithm. Clustering based feature selection algorithm group the similar features in the dataset.

3.1 Discriminative clustering based feature selection

The irrelevant feature removal is straightforward once the right relevance measure is defined or selected, while the redundant feature removal is a bit of sophisticated. In our proposed algorithm Discriminative clustering based feature selection, it involves;

- The structure of the minimum spanning tree from a weighted complete graph;
- The partitioning of the MST (minimum spanning tree) into a forest with each tree representing a cluster;
- The group of representative features from the clusters.

Discriminative clustering based feature selection algorithm logically consists of three steps:

1. Removing irrelevant features,
2. Constructing an mst from relative ones, and
3. Partitioning the mst and selecting representative features.

Clustering Based Feature Selection Algorithm Input: (\(D(F_1, F_2, ..., F_M, C)\)) the given dataset \(\theta \) the T-relevance threshold

Output: S-selected feature subset

1. For i=1 to m do
2. T-relevance = SU(\(F_i, C\))
3. If T-relevance then
4. S=S\{\(F_i\);
5. G=NULL; G is the complete graph
6. For each pair of features {\(F_i\)} do
7. F-correlation=SU
8. Add to G with F-correlation as the weight of the corresponding edge
9. Forest =Minspantree
10. For each edge do
11. if SU then
12. Forest =Forest -\(F_i\)
13. S=S\{\(F_i\);
14. For each tree do
15. \(F_{max}\) =argmax \(\theta\) SU(\(F_i, C\))
16. S = S\{\(F_{max}\);
17. Return S

3.2 Discriminative Clustering Based Feature Selection with SVM

From this feature subset selection result in the above algorithm then classify the feature in the data. Support
vector machine based feature subset selection algorithm is performed to classify the data in the feature subset. The basic SVM takes a set of input data as feature subset result from the Discriminative clustering based feature selection and predicts, for each given input, which of two feasible classes forms the output, making it a non-probabilistic binary linear classifier.

### 3.3 Discriminative Clustering Based Feature Selection with GRPF-SVM

Support vector machine classification is choosing a suitable kernel of SVMs for a particular application, i.e. various applications require different kernels to get dependable classification results. It is well known that the two typical kernel functions often used in SVMs are the radial basis function kernel and polynomial kernel; More recent kernels are presented to handle high dimension data sets and are computationally efficient when handling non-separable data with multi attributes. However, it is not easy to find kernels that are able to achieve high classification accuracy for a diversity of data sets. In order to create kernel functions from existing ones or by using some other simpler kernel functions as building blocks, the closure properties of kernel functions are essential.

**Gauss RBF**

Combine POLY, RBF, and PRBF into one kernel to become:

$$\text{GRPF}(x,z) = \left( \frac{d+r, \exp(-||X-Z||^2/(r \cdot \sigma^2))}{r+d} \right)^{d+1}$$

$$\theta^0 = \arg \min_{\theta} T(a^0, \theta)$$

where $\sigma$ is a statistic distribution of the probability density function of the input data; and the values of $r(r>1)$ and $d$ can be obtained by optimizing the parameters by means of the training data. The proposed kernel has the advantages of generality. However, the proposed Gaussian and polynomials kernel function by setting $d$ and $r$ in different values. For example if $d = 0$, Exponential Radial when $r = 1$ and Gaussian Radial for $r = 2$ and so on. Moreover different kernels can be obtained by optimizing the parameters using the training data. GRPF depends on two parameters $d$ and $r$, encoded into a Vector $\theta = (d, r)$. Thus consider a class of decision functions parameterized by $a, b, \theta$:

$$\int_{a,b,d}(x) = \text{sign}(\sum_{k=1}^{K} a_k y_k \text{GRPF}_g(x, z) + b)$$

Choose the values of the parameters $a$ and $\theta$ such that $w$ is maximized (maximum margin algorithm) and $T$, the model selection measure, is minimized (best kernel parameters). More precisely, for $\theta$ fixed,

$$a^0 = \arg \max_a w(a) \text{ and choose } \theta^0$$

Such that $\theta^0 = \arg \min_{\theta} T(a^0, \theta)$

When $\theta$ is a one dimensional parameter, one typically try a finite number of values and picks the one which gives the lowest value of the criterion $T$. When both $T$ and the SVM result are continuous with respect to $h$ a better approach. They used an incremental optimization algorithm, one can train an SVM with little effort when $\theta$ is changed by a small amount. However, as soon as has more than one component computing $T(a, \theta)$ for every possible value of $\theta$ becomes inflexible, and one rather looks for a way to optimize $\theta$ along a trajectory in the kernel parameter space. In this work, the gradient of a model selection criterion to optimize the model parameters are used.

### 4. Experimental Results

In this chapter the effectiveness of the proposed DCBFS is investigated. the results of the proposed and existing system Relief-KNN, Relief-SVM, P Relief – KNN, P Relief – SVM, Map Relief – KNN, Map Relief – SVM, DCBFS-SVM, and DCBFS-GRPF. We compare all of these methods with Chess, Heart and Segment dataset. Each and every method shows accuracy when compared to all feature selection, DCBFS-GRPF shows best accuracy than other methods.

**Heart Dataset**

The Heart dataset describes diagnosing of cardiac Single Proton Emission Computed Tomography (SPECT) images. Each of the patients is classified into two categories: normal and abnormal. The database of 267 SPECT image sets (patients) was processed to extract features that summarize the original SPECT descriptions. As a result, 44 continuous feature patterns were created for each patient. The pattern was further processed to obtain 22 binary feature patterns.

**Chess Dataset**

The dataset is divided into a training dataset, representing a consecutive stretch of (for.eg) 100 months of game-by-game results among those top players, and a test dataset, representing after that 5 months of games played among those players (obviously the actual game-by-game results on the test dataset have been withdrawn). Finally find the result of the best players.

**Table 4.1: Characteristics of 3 UCI Data Sets**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train Size</th>
<th>Test Size</th>
<th>#Feature</th>
<th>#Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>80</td>
<td>187</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>Chess</td>
<td>1586</td>
<td>1801</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Segment</td>
<td>170</td>
<td>100</td>
<td>13</td>
<td>2</td>
</tr>
</tbody>
</table>

### 4.1 Performance Evaluation Parameters

- **The accuracy (AC)** is the proportion of the total number of predictions that were correct. It is determined using the equation:

$$AC = \frac{a + d}{a + b + c + d}$$

- $a$ is the number of correct of predictions that an instance is negative,
- $b$ is the number of incorrect of predictions that an instance is positive,
• $c$ is the number of incorrect of predictions that an instance negative, and
• $d$ is the number of correct of predictions that an instance is positive.

4.2 Clustering Based Feature Selection Performance

Discriminative clustering based feature selection; it involves the construction of the minimum spanning tree from a weighted complete graph; the partitioning of the MST (minimum spanning tree) into a forest with each tree representing a cluster; the selection of representative features from the clusters.

4.2.1 Classification Performance

For Heart, Chess, and Segment Data Set, the randomly selected data’s are used for training/validation and testing data’s are used for testing. Note that the data for training are separate from the data for testing in each case. Finally compare the class labels for both training data and testing data and find the accuracy of each feature. Kernel function called Gaussian Radial basis Polynomial Function (GRPF) is introduced that could improve the classification accuracy of Support Vector Machines (SVMs) for both linear and non-linear data sets.

Figure1 clearly shows the accuracy of each selected-classifier combination, as a function of the number of top-ranked features on testing from the Heart Dataset. It is clear that the discriminative clustering based feature selection with Gaussian radial based polynomial function achieve better performance than existing methods.

Figure 1: Comparison of Relief, P-Relief, MAP-Relief and DCBFS on Heart Dataset: testing accuracy versus the number of selected features.

Figure2 clearly shows the accuracy of each selected-classifier combination, as a function of the number of top-ranked features on testing from the Chess Dataset. It is clear that the discriminative clustering based feature selection with Gaussian radial based polynomial function achieve better performance than existing methods.

Figure 2: Comparison of Relief, P-Relief, MAP-Relief and DCBFS on Chess Dataset: testing accuracy versus the number of selected features.

Figure3 clearly shows the accuracy of each selected-classifier combination, as a function of the number of top-ranked features on testing from the Segment Dataset. It is clear that the discriminative clustering based feature selection with Gaussian radial based polynomial function achieve better performance than existing methods.

Figure 3: Comparison of Relief, P-Relief, MAP-Relief and DCBFS on Segment Dataset: testing accuracy versus the number of selected features.

Figure4 clearly shows the time comparison of Relief, P-Relief, MAP-Relief and DCBFS. The proposed DCBFS is proved the best performance of the execution time.

Figure 4: Time Comparison of Relief, P-Relief, MAP-Relief and DCBFS on Heart, Chess and Segment Dataset.
5. Conclusion

In this research feature selection algorithm with clustering is performed to efficiently select best feature subset selection in the high dimensional data. Discriminative clustering based feature selection algorithm which possesses several compelling merits compared with its representative counterpart. After that clustering based feature subset selection was performed then apply SVM classification algorithm to high dimensional data. It shows that proposed discriminative clustering based feature subset selection with SVM best classification accuracy then the previous work. Discriminative clustering based feature selection algorithm with SVM theoretically optimal and computationally efficient. Support vector machines with the proposed new kernel function (GRPF) accomplishes better accuracy than SVM, especially in high dimension data sets. The proposed GRPF kernel has achieved the best accuracy, particularly with the data sets with many attributes.

6. Future Work

In future work DoC can be employed for learning affinity graphs or pair wise similarities and developed an algorithm for learning feature transformation. In further exploited the DoC framework and ranking aggregation.
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