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Abstract: Feature Selection is the preprocessing process of identifying the subset of data from large dimension data. To identifying the 
required data, using some Feature Selection algorithms. Like Relief, Parzen-Relief algorithms, it attempts to directly maximize the 
classification accuracy and naturally reflects the Bayes error in the objective. Proposed algorithmic framework selects a subset of 
features by minimizing the Bayes error rate estimated by a nonparametric estimator. As an example, we show that the Relief algorithm 
greedily attempts to minimize the Bayes error estimated by the k-Nearest-Neighbor (kNN) method. In particular, by exploiting the 
proposed framework, we establish the Parzen-Relief (P-Relief) algorithm based on Parzen window estimator. The Relief algorithm is a 
popular approach for feature weight estimation. Many extensions of the Relief algorithm are developed. Because of the randomicity and 
the uncertainty of the instances used for calculating the feature weight vector in the Relief algorithm, the results will fluctuate with the 
instances, which lead to poor evaluation accuracy. To solve this problem, a feature selection algorithm parzen+relief based algorithm is 
proposed. It takes both the mean and the variance of the discrimination among instances and weights into account as the criterion of 
feature weight estimation, which makes the result more stable and accurate. 
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1. Introduction 
 
Feature selection methods can be grouped into two categories 
from the point of view a method’s output. One category is 
about ranking feature according to same evaluation criterion; 
the other is about choosing a minimum set of features that 
satisfies an evaluation criterion. In this work we are using 
Discriminative optimal criterion (DOC)[11][14], DoC is 
pragmatically advantageous because it attempts to directly 
maximize the classification accuracy and naturally reflects 
the Bayes error in the objective. Many feature subset 
selection algorithms are existed but not all of them are 
suitable for a given feature selection problem [1]. As an 
example, we show that the Relief algorithm greedily attempts 
to minimize the Bayes error estimated by the k-Nearest 
Neighbor (kNN) method. The Bayes error rate gives a 
statically lower bound on the error achievable for a given 
classification problem and associated choice of features [7]. In 
particular, by exploiting the proposed framework, we 
establish the Parzen-Relief (P-Relief) algorithm based on 
Parzen window estimator, and the MAP-Relief (M-Relief) 
which integrates label distribution into the max-margin 
objective to effectively handle imbalanced and multiclass 
data. Relief is a acknowledged feature re-weighting 
algorithm [8]. 
 
Typical estimation measures can be divided into filters and 
wrappers. Filter based feature selection methods are in 
general faster than wrapper based methods. As one of the 
filter based feature selection methods, the Relief algorithm is 
an effective, simple, and widely used approach to feature 
weight estimation [13]. The weight for a feature of a 
measurement vector is defined in terms of feature relevance. 
Relief algorithm solves a convex optimization problem with 
a margin based objective function [9]. These two probabilities 
are of the value of a feature being different conditioned on 
the given nearest miss and nearest hit, respectively. Thus, 
Relief usually performs better than the other filter based 

approaches due to the feedback of the nearest-neighbor 
classifier. Relief methods are naturally successful attribute 
estimators [10]. 
 
In this paper, a novel relief[12] feature selection algorithm 
based on Mean-Variance model is proposed. Both the mean 
and the variance of the samples discrimination are considered 
as the criterion of feature weight estimation. In this way, the 
results are more stable and accurate. In this paper, we first 
present a theoretically optimal criterion for feature selection, 
namely the discriminative optimal criterion (DoC), as a 
complementarity to the representative one (referred to as 
representative optimal criterion (RoC)). 
 
 Compared to RoC, DoC is practically favorable if our 
ultimate goal is for the purpose of supervised classification. 
For example, taking feature weighting as an example search 
strategy, we show that the Relief algorithm attempts to 
greedily minimize the nonparametric Bayes error that is 
estimated by k-nearest-neighbor (kNN) method. In this 
paper, an alternative algorithm, called Parzen-Relief 
(PRelief), is proposed, which resembles the standard Relief 
algorithm, but instead of kNN, it uses the Parzen window 
method to estimate the Bayes error. We show that the 
empirical performance of Parzen-Relief usually outperforms 
Relief. In addition, we find that the Relief makes an implicit 
assumption that the class distribution is balanced among 
every “one-versus-rest” split of the data. 
 
 Both Parzen-Relief and MAPRelief are of the same 
computational complexity as the standard Relief algorithm; 
And we are having Leaders and sub-Leaders algorithm, it is 
an efficient hierarchical clustering algorithm, suitable for 
large data sets[6]. It uses incremental clustering principles to 
generate a hierarchical structure for finding the 
subgroups/sub clusters within each cluster. Two major 
features of Leaders–Sub-leaders are: effective clustering and 
prototype selection for pattern classification. In this paper, a 
new clusters algorithm is proposed, which makes use of a 
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clustering quality index is proposed for this application. 
Clustering algorithms organize data elements into groups 
based on their similar properties [2].  
 
 Clustering is the process of grouping the data into classes [3]. 
The main idea of clustering is the outliers based on the leader 
algorithm instead of reclustering the entire sliding data set by 
calculating the threshold with the average method and 
maximal resemblance of leaders [4]. Clustering of data has 
been of intense need for any organization in the fast and 
various researchers in the field of data mining [5]. 
 
 Organization of the paper follows Introduction, 
Methodology, Implementation, Results and Conclusion. 
Methodology contains Relief+kNN and Parzen+relief 
algorithms. Working of methodology explains in 
implementation part. Results area consist output of the 
algorithms. Conclusion tells how these algorithms are 
worked. 
 
2. Methodology 
 
In this paper we are taking input as a large amount of raw 
data in Microsoft excel file. That dataset contains number of 
rows and large amount of columns. After that we are 
performing normalization operation on the data set for better 
outputs because normally dataset having some missing 
values, irrelevant values and multiclass problems. Here 
normalization takes all the values into single scale.  
 
In this paper relationship is the difference. Three distance 
measures are used in this paper, that are Euclidean, 
Manhattan, cosine. 
 
A. Analysis of the Paper 
 Analysis of the paper follows below flow chart. These are 
the following steps to execute this paper 

 

 
Figure 2.1: Analysis of the paper ”flow chart” 

 

1) Input File 
Here input file takes from the external source and it acts 
as dataset to the algorithm. That dataset should be large 
amount of raw data and it is the quantitative dataset.  

2) Build Dataset 
Build dataset is used to count the number of rows and 
columns of the dataset and it gives output as Dataset 
Build Over, Dataset size: 60, Select number of 
Dimensions: 5726. This output depends upon the selected 
input file. The above specified numbers are example of 
one file.  

3) Normalize 
Normalization on dataset process gives better outputs 
because normally dataset having some values, irrelevant 
values and multiclass problems. So dataset requires 
normalization. 

4) Select Measures 
Distance measures  

Distance measures formulas very often, especially when 
measuring the distance in the plain, we use the formula for 
the Euclidean distance. According to the Euclidean distance 
formula, the distance between two points in the plane with 
coordinates (x, y) and (a, b) is given by 
dist((x, y), (a, b)) = √(x - a)² + (y - b)² 
 
Manhattan distance 
 
Definition: The distance between two points measured along 
axes at right angles. In a plane with p1 at (x1, y1) and p2 at 
(x2, y2), it is |x1 - x2| + |y1 - y2|. 
Next we are applying Relief+kNN algorithm on the dataset. 
 
5) Algorithms 
Relief Algorithm 
• Take a data set with n instances of p features, belonging to 

two known classes. 
• Within the data set, each feature should be scaled to the 

interval [0 1] (binary data should remain as 0 and 1). 
• The algorithm will be repeated m times. 
• Start with a p-long weight vector (W) of zeros. At each 

iteration, take the feature vector (X) belonging to one 
random instance, and the feature vectors of the instance 
closest to X (by Euclidean distance) from each class. 

• The closest same-class instance is called 'near-hit', and the 
closest different-class instance is called 'near-miss'. Update 
the weight vector such that  
Wi=Wi-1-(xi-nearHiti)2 + (xi-nearMissi)2 

• Thus the weight of any given feature decreases if it differs 
from that feature in nearby instances of the same class 
more than nearby instances of the other class, and increases 
in the reverse case. 

• After m iterations, divide each element of the weight 
vector by m. This becomes the relevance vector. Features 
are selected if their relevance is greater than a threshold τ. 

 
Kira and Rendell's experiments showed a clear contrast 
between relevant and irrelevant features, allowing τ to be 
determined by inspection. However, it can also be 
determined by Cebysev's inequality for a given confidence 
level (α) that a τ of 1/sqrt(α*m) is good enough to make the 
probability of a Type I error less than α, although it is stated 
that τ can be much smaller than that. 
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K-Nearest Neighbor Algorithm 
 
KNN is an non parametric lazy learning algorithm. That is a 
pretty concise statement. When you say a technique is 
nonparametric, it means that it does not make any 
assumptions on the underlying data distribution. This is 
pretty useful, as in the real world , most of the practical data 
does not obey the typical theoretical assumptions made (eg: 
gaussian mixtures, linearly separable etc) . Non parametric 
algorithms like KNN come to the rescue here. It is also a lazy 
algorithm. What this means is that it does not use the training 
data points to do any generalization. In other words, there is 
no explicit training phase or it is very minimal. This means 
the training phase is pretty fast . Lack of generalization 
means that KNN keeps all the training data. More exactly, all 
the training data is needed during the testing phase. (Well 
this is an exaggeration, but not far from truth). This is in 
contrast to other techniques like SVM where you can discard 
all non support vectors without any problem. Most of the 
lazy algorithms – especially KNN – make decision based on 
the entire training data set. In k-NN classification, the input is 
a class membership. An object is classified by a majority 
vote of its neighbors, with the object being specified to the 
class most common among its k nearest neighbors. If k=1, 
then the object is simply specified to the class of that single 
nearest neighbor. 
• In k-NN regression, the output is the value for the object. 

This value is the average of the values of its k nearest 
neighbours.  
 

6)  Execute 
Execute gives the all values of object-object similarity in the 
form of cost matrix. 
 
7)  Do Cluster 
Cluster gives better performance of algorithms. By taking the 
similarity threshold value. 
 
8) Report 
Finally Report gives total duration of clustering and number 
of clusters. There are depends on no of dimensions of dataset. 
 
3. Implementation 
 
Working of this paper deals in implementation. First take the 
input file from external source. This file consists the large 
amount of quantitative raw data. After that performing 
normalization operation on dataset. Because normalization 
shows all data into single scale measurement. Next perform 
the distance measure operations like Euclidean, Manhattan 
and cosine. After that performing relief+kNN and 
parzen+relief algorithm, it gives different set of relevant 
features and next perform the do cluster operation. Finally it 
gives clusters and cluster report. 

 
4. Results 
 
To run the project, first appear the below scenario 

 
Figure 4.1: Browse 

 
After appearing this window, select browse button to load the 
specified input file. Next applying some operations and then 
apply the relief+knn algorithm on the dataset. The below 
scenario will display 
 

 
Figure 4.2: Relif +kNN 

 
After performing the do cluster operation, the output will 
appear as given bellow 

 
Figure 4.3: Basic Clustering 

 
Finally the output of the gives the report, that report is 
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Figure 4.4: Report 

 
The graph shows, discrimination between relief+kNN and 
parzen+relief. In this we are showing the number of features 
selected by using two algorithms with respect to threshold 
value. 

 
Figure 4.5: Relieff+Knn And Parzen+Relief Algorithm 

 
It shows the cluster quality using relief+kNN algorithm. 
 

 
Figure 4.6: relief+kNN Algorithm 

 
It shows the cluster quality using relief+parzen algorithm. 

 

 
Figure 4.7: Relief+Parzen Algorithm 

Tables With Some More Results 
 
In the below tables shows the values of given threshold 
values and selected features and weights of the belonging 
features with respect to the distance metrics like Euclidean, 
Manhattan, Cosine etc. 

 
Table 4.1: Distance Metrics Euclidean, Manhattan, Cosine 
Threshold value Selected features Weights 

  Euclidean Manhattan Cosine 

0.002 

1 0.204 0.116   
2 0.0194 0.0176 0.0072 

10 0.0197 0.0425 0.0536 
45 0.0184 0.0593 0.0844 

0.003 

10 0.0644 0.0595 0.0581 
12 0.0374 0.0253 0.0132 
13 0.06426 0.0504 0.0331 
14 0.00313     
23 0.0032   0.0048 
45 0.0849 0.0862 0.09123 

0.004 
10 0.0480 0.0532 0.0370 
13 0.0244 0.1186 0.1258 
45 0.1337 0.1573 0.1454 

 
Here this table shows the threshold values and selected 
measures and features selected. Clearly it shows the different 
selected features w.r.t. distance measures. 

 
Table 4.3: Threshold Values And Selected Measures And 

Features Selected. 
Threshold 

value 
Selected measures Features 

selected Euclidean Manhattan Cosine 

0.002 
    8 

    4 
    6 

0.003 
    6 

    4 
    5 

0.004 
    3 

    5 
    5 

 
0.0076 

    21 
    14 
    12 

0.0083 
    26 

    16 
    25 

0.0543 
    1 

    13 
    12 

0.0005 
    27 

    25 
    25 

 
This table shows the cluster quality by giving the similarity 
threshold value for separate the relevant features into similar 
groups. 
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Table 4.4: Similarity Threshold Value For Separate The 
Relevant Features 

Threshold for selection 
of useful features 

Similarity 
threshold 

value 

Cluster quality 
relief+knn relief+parzen 

0.1 0.90 0.5558 0.6066 
0.12 0.80 0.6032 0.5131 

0.203 0.70 0.6319 0.4881 
0.180 0.65 0.7237 0.6579 
0.254 0.543 0.7040 0 
0.30 0.44 0.8371 0.10 

0.497 0.10 1.2744 0.09 
 
5. Discussion 
 
In this paper we are applying algorithms on discontinuous 
raw data. This paper mainly uses the combinations of Relief 
and kNN algorithms. The output of this paper is clustered 
data. There is a scope for performing same operations on 
continuous data, that is another scenario.  
 
6. Conclusion 
 
In this work, comparing two feature weighting algorithms. So 
the selected relevant features are showing in clusters by using 
some clustering algorithms for better validation, limitations 
of the well known clustering techniques for large datasets 
and details of the proposed clustering method, Leaders-
Subleaders have been presented. Our experimental results on 
numerical datasets show that Leaders-Subleaders algorithm 
performs well. The representatives of the Subleaders help in 
improving the classification accuracy. Devies-Bouldin index 
showed a good performance to the results were equivalent, 
even with different radius. 
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