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Abstract: In Speaker verification task, it is necessary to calculate the performance of the speaker verification system; there are many 
systems available for the speaker verification task which uses the different type of modeling schemes like generative modeling and 
discriminative modeling. We are using discriminative modeling with the help of Support vector machine for speaker verification task. We 
propose the use of confusion matrix for the performance calculation of support vector machine in contrast with the parameters like 
accuracy and precision. Speaker verification includes training of feature vector and then the classification of trained feature vector. 
Every kernel of support vector machine gives the different performance for the classification task so with the help of this confusion 
matrix approach we can also compare the different kernel performances. The parameters of performance make us capable for selecting 
the best kernel for our data sets. 
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1. Introduction 
 
In last decade the discriminative modeling approach 
becomes very successful in the classification task. The 
support vector machine uses the discriminative modeling 
approach and creates the data sets of different class. These 
data sets are called support vectors, support vector are 
classified with the help of linear and non linear 
transformation. The linear transformation used if the support 
vectors are easily separable and for non separable vectors the 
non linear transformation is used with the help of kernels like 
linear ,quadratic ,polynomial, radix base function etc. 
Confusion matrix contains the information about the 
classified support vector machine.  
 
Confusion matrix calculates the accuracy, precision, recall, 
F-measure with the help of True positive rate (TPR), True 
negative rate (TNR), false positive rate (FPR), and (FNR). 
The term F-measure is also called F1 score is the measure of 
the performance test accuracy, term recall also known as 
sensitivity is the fraction of relevant classes that are 
retrieved. We are using the voice of 3 speakers with the 
training ratio of 50 percent. The number of coefficient of 
each speaker voice is selected in such a manner that 
dimension of the SVM structure does not exceed. 
 
2. Training of Support Vectors 
 
The algorithm starts with training the data with support 
vector machine, for each of the voice samples the sampling 
frequency and the number of bits used for encoding is 
determined. The sampling frequency and number of bits for 
encoding is chosen according to the structure of support 
vector machine to maintain the dimension. Since the 
temporal domain characteristics are complicated to 
determine so the spatial (frequency) domain characterization 
is done with the help of power spectral density. Each speaker 
voice is then converted into vectors called feature vector. 
Since the feature vector obtained is two dimensional we have 

to convert it into the three dimensional support vector. The 
three dimensional vector creates two training sets called 
training set 1 training set 2 . Training set 1 and 2 are called 
feature vector of class 1 and 2 respectively. 
 
The three dimensional support vectors are trained with the 
help of support vector machine. The structure of support 
vector machine is decided by the number of coefficients, 
total number of segments, segment duration and overlapping 
percentage. The overlapping is necessary to extract each of 
the coefficient more accurately fro the power spectral 
density. 
 
If the data is linearly separable then it can easily classify into 
two classes but if the data set or vectors are not separable we 
have to use kernels of support vector machine. Each and 
every kernel of support vector machine has its own 
transformed domain where the non linear data can easily be 
classified with the help of binary classifier. 
 
3. Non Linear Classification with Kernel 
 
The support vector machine has:  
1) Polynomial  
2) quadratic  
3) Radial Basis Function 
4) Multilayer perception many types of kernels 
 
Suppose x and y are the vector of two classes and they 
belongs to non linear class, consider the function denoted 
k(x,y) called kernel function transforms the data into the 
domain where it can be easily separable. Each kernel used in 
support vector machine has the different domain of 
transformation shown below: 
 
a) Polynomial kernel: – the transformation function for 

polynomial kernel 
K(x,xi) ) = (1+xi

Tx/c)d                   (1.1) 
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b) Xi represents the input data in the matrix form, Xi
T 

represents the transpose of the matrix Xi and d is the 
degree of the polynomial kernel. 

c) Quadratic kernel: – it is the special class of polynomial 
kernel with d=2 

d) Radial Basis Function: – it is abbreviated as RBF kernel , 
also called Gaussian Radial Basis Function denoted 

K(x,xi) ) = exp (-IIx-xiII2/σ2)          (1.2) 
e) Radial basis function is related to Gaussian density 

function where X-Xi represents the deviation from the 
mean value while σ2 represents the variance. 

f) Multilayer perception kernels: – It is also known as mlp 
kernel has the transformation based on hyperbolic 
tangential function 

K(x,xi) ) = tanh (kxi
Tx + θ)      (1.3) 

Xi represent the input data in the matrix form, Xi
T represents 

the transpose of the matrix Xi and θ represent the offset value 
of the transformed domain. Consider the diagram how non 
linearly separable data converted into linearly separable data 
with the help of kernel function. 
 

 
Figure 1: Separation of non linear data through kernel 

function 
 

4. Performance Calculation 
 
We are proposing the method for calculating the 
performance of the support vector machine with the help of 
confusion matrix. A confusion matrix consist the information 
about the actual data class and the predicted data class done 
by the classifier. The classifier used here is the support 
vector machine. The confusion matrix also known as 
contingency table. 

Predicted class 
 P N 

Actual 
class 

P TP FP 
N FN TN 

Figure 2: Basic structure of 2X2 confusion matrix 
 
Let us define there are two class of data , the first class 
denoted P(positive) and the second class denoted N ( 
negative). The four outcomes can be formulated as 2X2 
confusion matrix, 
 
True Positive (TP):– it is the number that indicates how 
many times actual class and predicted class both positive. 
True Negative (TN):– it is the number that indicates how 
many times actual class and predicted class both negative 

False Positive(FP) :–  It is the number that indicates that how 
many times actual class is positive but predicted class is 
negative. 
False negative (FN) :– It is the number that indicates that 
how many times actual class is positive but predicted class is 
negative. 
 
With the help of all these terms TPR, TNR, FPR and FNR is 
calculated as follows 
 
True positive ratio = TP/P 
True Negative Ratio = TN/N 
False Positive Ratio = FP/P 
False negative Ratio = FN/N 
 
The basic algorithm for calculation of all the confusion 
matrix elements is explained in Fig 3. Firstly the speaker 
voice is sampled an converted into feature vector called test 
data, the test data is applied to SVM where the domain 
transfotmation is done if the data set is not linearly separable. 
The output of SVM is called trained data which has two 
class. The two class data is applied to the confusion matrix 
elements to check the calculation depending on actual class 
and predicted class. If actual class and predicted class are 
equal then true class are detected and if they are not equal 
false class is detected.  

 
Figure 3: Algorithm of performance calculation 

 
The performance parameters of confusion matrix are: 
 
Accuracy - The accuracy is the proportion of the total 
number of predictions that were correct. It is Determined 
using the equation 

Accuracy = (TP + TN)/(P + N); 
 

Precision - Precision is the fraction of the class retrieved that 
is relevant to the true predictions 

Precision = (TP)/(TP + FP); 
 
Recall - Recall is the fraction of the classes that are relevant 
to the actual class that are successfully retrieved. 

Recall = (TP)/(TP + FN); 
 
F_measure – it is also called F1 score is the measure of the 
performance test accuracy. 

F_measure = 2*Precision*Recall/(Precision + Recall); 

Paper ID: SUB14726 1420

http://creativecommons.org/licenses/by/4.0/�


International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Impact Factor (2012): 3.358 

Volume 3 Issue 12, December 2014 
www.ijsr.net 

Licensed Under Creative Commons Attribution CC BY 

5. Experiment Setup and Results 
 
We performed the experiment of performance calculation on 
3 speakers. To train the data each voice sample is converted 
into 50 segments, each segment has the duration of 2 seconds 
out of which 20 coefficients are taken from each segment 
with the overlapping percentage of 50. From each voice 
sample 50 percent is taken for the training so training ratio 
would be 0.5. Here we are using polynomial, quadratic, RBF 
and MLP. All these kernel functions have different accuracy, 
precision, recall and F-measure.  
 
All the trained data through support vector machine is shown 
in figures, the polynomial kernel has better accuracy but it 
takes more time to train the data. The support vector trained 
through polynomial kernel is shown in Fig.4, it is also 
indicated that how the two class data is classified linearly. 
 

 
Figure 4: Trained support vectors through Polynomial 

kernel 
 
The quadratic kernel is the special case of polynomial kernel 
with degree 2 it takes less training time. The trained support 
vector through quadratic kernel is shown in Fig .5 it is 
clearly seen that it has less margin as compared with the 
polynomial kernel, 
 

 
Figure 5: Trained support vectors through Quadratic kernel 

 
RBF kernel provides better accuracy with larger margin 
between the classes but takes more matching time among all. 
It is indicated in Fig.6 larger the margin better the accuracy, 
 

 
Figure 6: Trained support vectors through RBF kernel 

 
It is indicated in Fig.7 MLP kernel has smallest margin 
among all so it has less accuracy with smallest value of F-
measure 
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Figure 7: Trained support vectors through MLP kernel 

 
The comparative result of all the kernel functions calculated 
by the two class data with the help of 2X2 confusion matrix 
is shown in the TABLE I 

 
Table 1: Comparison of the different kernel function for the 

actual class and predicted class with the parameters true 
positive ratio, true negative ratio, false positive ratio and 

false negative ratio 
Kernel 

function TPR TNR FPR FNR Training 
time  ( sec) 

Polynomial 0.90667 0.9553 0.046667 0.09333 5.2047 
Quadratic 0.88 0.94 0.06 0.12 4.7963 

RBF 0.89333 0.94667 0.05333 0.10667 4.9159 
MLP 0.77333 0.88667 0.11333 0.22667 4.7769 

 
By the parameters of TABLE I, the performance parameters 
of Support vector machine with the help of 2X2 confusion 
matrix is shown in TABLE II 

 
Table 2: Comparison of the different kernel function for the 

actual class and predicted class with the parameters true 
positive ratio, true negative ratio, false positive ratio and 

false negative ratio 
Kernel 

function Accuracy Precision Recall F measure Matching 
time ( sec) 

Polynomial 0.93778 0.91578 0.90667 0.90612 0.00211 
Quadratic 0.92 0.89003 0.88 0.87918 0.00208 

RBF 0.92889 0.91919 0.89333 0.89468 0.00274 
MLP 0.84889 0.79484 0.77333 0.76505 0.00213 

 
6. Conclusion 
 
We have presented the method for performance calculation 
for SVM speaker verification system. Our algorithm is 
suitable for every classifier with two or more than two 
number of classes. The experiment is carried out on 3 
speakers with two level classification of positive and 
negative class. The support vector machines  non linear 
classification contain polynomial , quadratic, RBF and MLP 
kernel function ,so each kernel has different accuracy , 
precision ,recall and  F-measure. It is clearly seen by the 
comparison table that how the kernel is selected to get better 
performance parameters. The polynomial kernel provides 

accuracy of 93.778 % and precision of 91.578%, but it takes 
training time of 5.204 sec which is the largest among all. It 
would be suggested that always maintain a tradeoff between 
training time and accuracy of kernel. 
 
7. Future Scope 
 
Future work will be based on performing the experiment on 
larger number of speakers and keeping the training time less 
with better accuracy and precision and the selection of better 
kernel for support vector machine. 
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