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Abstract: Distributed file systems are key building blocks for cloud computing applications based on the Map Reduce programming 
paradigm. In such file systems, nodes simultaneously serve computing and storage functions; a file is partitioned into a number of 
chunks allocated in distinct nodes so that MapReduce tasks can be performed in parallel over the nodes. However, in a cloud computing 
environment, failure is the norm, and nodes may be upgraded, replaced, and added in the system. Files can also be dynamically created, 
deleted, and appended. This results in load imbalance in a distributed file system; that is, the file chunks are not distributed as uniformly 
as possible among the nodes. Emerging distributed file systems in production systems strongly depend on a central node for chunk 
reallocation. This dependence is clearly inadequate in a large-scale, failure-prone environment because the central load balancer is put 
under considerable workload that is linearly scaled with the system size, and may thus become the performance bottleneck and the single 
point of failure. In this paper, a fully distributed load rebalancing algorithm is presented to cope with the load imbalance problem. Our 
algorithm is compared against a centralized approach in a production system and a competing distributed solution presented in the 
literature. The simulation results indicate that our proposal is comparable with the existing centralized approach and considerably 
outperforms the prior distributed algorithm in terms of load imbalance factor, movement cost, and algorithmic overhead. The 
performance of our proposal implemented in the Hadoop distributed file system is further investigated in a cluster environment. 
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1. Introduction 
 
Cloud Computing (or cloud for short) is a compelling 
technology. In clouds, clients can dynamically allocate their 
resources on-demand without sophisticated deployment and 
management of resources. Key enabling technologies for 
clouds include the Map Reduce programming paradigm [1], 
distributed file systems, virtualization, and so forth. These 
techniques emphasize scalability, so clouds can be large in 
scale, and comprising entities can arbitrarily fail and join 
while maintaining system reliability. Distributed file systems 
are key building blocks for cloud computing applications 
based on the Map Reduce programming paradigm. In such 
file systems, nodes simultaneously serve computing and 
storage functions; a file is partitioned in to a number of 
chunks allocated in distinct nodes so that Map Reduce tasks 
can be performed in parallel over the nodes. 
 
In such an application, a cloud partitions the file into a large 
number of disjointed and fixed-size pieces (or file chunks) 
and assigns them to different cloud storage nodes (i.e., 
chunk servers). Each storage node (or node for short)then 
calculates the frequency of each unique word by scanning 
and parsing its local file chunks. In such a distributed file 
system, the load of a node is typically proportional to the 
number of file chunks the node possesses. Because the files 
in a cloud can be arbitrarily created, deleted, and appended, 
and nodes can be upgraded, replaced and added in the file 
system, the file chunks are not distributed as uniformly as 
possible among the nodes. Load balance among storage 
nodes is a critical function in clouds. In a load-balanced 
cloud, the resources can be well utilized and provisioned, 
maximizing the performance of Map Reduce-based 
applications. State-of-the-art distributed file systems (e.g., 
Google GFS[7],[8] and Hadoop HDFS [3]) in clouds rely on 
central nodes to manage the metadata information of the file 

systems and to balance the loads of storage nodes based on 
that metadata. The centralized approach simplifies the 
design and implementation of a distributed file system. 
However, recent experience concludes that when the number 
of storage nodes, the number of files and the number of 
accesses to files increase linearly, the central nodes (e.g., the 
master in Google GFS) become a performance bottleneck, as 
they are unable to accommodate a large number of file 
accesses due to clients and Map Reduce applications. In this 
paper, we are interested in studying the load rebalancing 
problem in distributed file systems specialized for large-
scale, dynamic and data-intensive clouds. (The terms 
“rebalance” and “balance” are interchangeable in this paper.) 
Such a large-scale cloud has hundreds or thousands of nodes 
(and may reach tens of thousands in the future).  
 
Our objective is to allocate the chunks of files as uniformly 
as possible among the nodes such that no node manages an 
excessive number of chunks. Additionally, we aim to reduce 
network traffic (or movement cost) caused by rebalancing 
the loads of nodes as much as possible to maximize the 
network bandwidth available to normal applications. 
Moreover, as failure is the norm, nodes are newly added to 
sustain the overall system performance, resulting in the 
heterogeneity of nodes. Exploiting capable nodes to improve 
the system performance is, thus, demanded. Specifically, in 
this study, we suggest offloading the load rebalancing task to 
storage nodes by having the storage nodes balance their 
loads spontaneously. This eliminates the dependence on 
central nodes. 
 
 A. Virtualization: 
Virtualization is the most profound change that PCs and 
servers have experienced, said Simon Crosby, chief 
technology officer for Citrix Systems’ Data Center and 
Cloud Division [9]. “IT departments have long been at the 
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mercy of the technical demands of legacy applications”, 
explained Chris Van Dyke, [10] Microsoft’s chief 
technology strategist for the oil and gas industry. “Now, 
rather than having to maintain older operating systems 
because of the needs of a legacy application, IT departments 
can take advantage of the performance and security gains in 
a new OS (in one virtual machine) while supporting legacy 
applications in another. Also, the process of deploying 
applications becomes simpler, because applications can be 
virtualized and deployed as a single virtual machine”. 
[14]Virtualization technology lets a single PC or server 
simultaneously run multiple operating systems or multiple 
sessions of a single OS. This lets users put numerous 
applications even those that run on different operating 
systems on a single PC or server instead of having to host 
them on separate machines as in the past. The approach is 
thus becoming a common way for businesses and 
individuals to optimize their hardware usage by maximizing 
the number and kinds of jobs a single CPU can handle.[13]. 
 
B. Hyperviser: IaaS software is low-level code that runs 
independent of an operating system called a hypervisor , and 
isresponsible for taking inventory of hardware resources and 
allocating resources based on demand.[12] 
 
C. Private Cloud: The cloud infrastructure is operated 
solely for an organization. It may be managed by the 
organization or a third party and may exist on premise or off 
premise. 
 
D. Parellel Data Processing: Particular tasks of processing 
a job can be assigned to different types of virtual machines 
which are automatically instantiated and terminated during 
the job execution, parallel. 
 
E. Distributed File System: Files are stored on different 
storage resources, but appear to users as they are put on a 
single location. A distributed file system should be 
transparent, fault-tolerant and scalable. 
 

 
Figure 1: The experimental environment setup 

 
2. Literature Survey 
 
Map Reduce [2] is a programming model and an associated 
implementation for processing and generating large data 
sets. A map function which is specified by user processes a 
key/value pair to generate a set of intermediate key/value 
pairs, and a reduce function which can merges all 
intermediate values associated with the same intermediate 

key. Most of the real world tasks are expressible in this 
model. The map and reduce primitives present in Lisp and 
many other functional languages. We learnt and realized that 
most of our computations involved applying a map operation 
to each logical “record” in our input in order to compute a 
set of intermediate 
 
key/value pairs, and applying a reduce operation to all the 
values that shared the same key, in order that derived data 
can combine appropriately. The functional model with user 
specified map and reduce operations allows us to parallelize 
large computations easily and to use re-execution as the 
primary mechanism for fault tolerance. 
 
The Google File System [3] is scalable distributed file 
system for large distributed data-intensive applications. 
While running on inexpensive commodity hardware it 
provides fault tolerance and it delivers high aggregate 
performance to a large number of clients. The largest cluster 
to date provides hundreds of terabytes of storage across 
millions of disks on over a millions of machines, and it is 
concurrently accessed by thousands of clients. A GFS 
cluster consists of a single master and multiple chunk 
servers and is accessed by multiple clients. 
 
This includes the namespace, access control information, the 
current locations of chunks and the mapping from files to 
chunks. It also controls system-wide activities such as chunk 
lease management, garbage collection of orphaned chunks, 
and chunk migration between the chunk servers. The master 
can also communicate with each chunk server in HeartBeat 
messages to give it instructions and collect its state. 
 
DHT based P2P systems offer a distributed hash table 
(DHT) abstraction for object storage and retrieval. Many 
solutions have been proposed to tackle the load balancing 
issue in DHT-based P2P systems [4].But however, many 
solutions either ignore the reassign loads among nodes 
without considering proximity relationships or, 
heterogeneity nature of the system, or both. The goal is to 
ensure fair load distribution over nodes proportional to their 
capacities, and also to minimize the load-balancing cost by 
transferring virtual servers between heavily loaded nodes 
and lightly loaded nodes in a proximity-aware fashion. 
There are two main advantages of a proximity-aware load 
balancing scheme. First and foremost, from the system 
perspective, a load balancing scheme bearing network 
proximity in mind can reduce the bandwidth consumption 
(e.g., bisection backbone bandwidth) dedicated to load 
movement. Second, it can avoid transferring loads across 
high latency wide area links, thereby enabling fast 
convergence on the load balance and quick response to load 
imbalance. 
 
A distributed peer-to-peer applications need to determine the 
node that stores a data item. The Chord [5] protocol solves 
this challenging problem in decentralized manner. Chord can 
provide support for just one operation: given a key, it maps 
the key onto a node. Chord simplifies the design of peer-to-
peer systems and applications based on it by addressing 
these difficult problems: 
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a) Load balance: Chord acts as distributed hash function, 
spreading keys evenly over the nodes; this provides a 
degree of natural load balance. 

b) Decentralization: Chord is fully distributed: no node is 
more important than any other. This improves robustness 
and as well makes Chord appropriate for loosely-
organized peer-to-peer applications. 

c) Scalability: The cost of a Chord lookup grows as the log 
of the number of nodes, so even very larger systems are 
feasible. No parameter tuning is required to achieve this 
scaling. 

d) Availability: Chord automatically adjusts its internal 
tables to reflect node failures as well as newly joined 
nodes, ensuring that, the node responsible for a key can 
always be found, barring major failures in the underlying 
network. If the system is in a continuous state of change 
this will be true. 

e) Flexible naming: Chord places no constraints on the 
structure of the keys it looks up: the Chord key-space is 
flat. This application gives a large amount of flexibility in 
how they map their own names to Chord keys. 

 
A new framework, called Histogram-based Global Load 
Balancing (HiGLOB) [6] to facilitate global load balancing 
in structured P2P systems. Each node P in HiGLOB has two 
key components. The first component is a histogram 
manager that maintains a histogram that reflects a global 
view of the distribution of the load in the system. It is used 
to determine if a node is normally loaded, overloaded, or 
under loaded. The second component of the system is a load 
balancing manager that takes actions to redistribute the load 
whenever a node becomes overloaded or under loaded. The 
load-balancing manager may redistribute the load both 
statically when a new node joins the system and dynamically 
when an existing node in the system becomes overloaded or 
under loaded. We introduce two techniques that reduce the 
maintenance cost and reduce the cost of constructing 
histogram. Constructing a histogram for a new node may be 
expensive since it requires histogram information from all 
neighbor nodes. Additionally, the histograms of the new 
node’s neighbors also need to be updated since adding a new 
node to a group of nodes changes the average load of that 
group. To partition the system into non-overlapping groups 
of nodes and maintain the average load of them in the 
histogram at a node. The reducing of overhead of 
maintaining and constructing histograms by the proposed 
techniques are used. 
 
3. Load Balancing Algorithm 
 
In our projected algorithm, each chunk server would firstly 
estimate whether the nodeis under loaded (light) or 
overloaded (heavy) without global knowledge. A node is 
said to be light if the number of chunks it hosts is smaller 
than the threshold value. The load status sample of randomly 
selected nodes is given below. 
 

 

 
Figure 2: Load balancing 

 
3.1 Load-Balanced State 
 
If each one of the chunk server do not host not more than 
‗Am‘ chunks. In our projected algorithm, each chunk server 
node ‗I‘ firstly estimate whether it is under loaded(light) or 
overloaded (heavy) exclusive of global knowledge. ‗ ‘ of 
‗A‘ from ‗j‘ is used to relieve the load of ‗j‘ node ‗j‘ may 
possibly still remain as the heaviest node in the system after 
it has migrated its load to node ‗i‘. In such cases, the current 
least-loaded node, say node‗I‘ departs and then rejoins the 
system as a successor of ‗j‘. That is the new node ‗I‘ 
becomes node ‗j+1‘, and j‘s original successor ‗i‘ thus 
becomes node ‗j + 2‘. Such a process repeats iteratively 
until ‗j‘ is no longer the heaviest. Then, the same process is 
executed to release the extra load on the next heaviest node 
in the system. This process repeats until all the heavy nodes 
in the system become light nodes. We will offer a rigorous 
performance analysis for the effect of varying in Appendix 
E. Specifically; we discuss the tradeoff between the value of 
and the movement cost. A larger introduces more overhead 
for message exchanges, but results in a smaller movement 
cost. 
 
Procedure 1 ADJUSTLOAD (Node Ni) fOn Tuple Insertg 
1: Let L( Ni) = x 2 (Tm ; Tm +1]. 
2: Let Nj be the lighter loaded of Ni -1 and Ni +1. 
3: if L(Nj) Tm _ 1 thenf DoNBRADJUSTg 
4: Move tuples from Ni to Nj to equalize load. 
5: ADJUSTLOAD(Nj) 
6: ADJUSTLOAD(Ni ) 
7: else 
8: Find the least-loaded node Nk. 
9: if L( Nk) _ Tm +2then fDoREORDERg 
10: Transfer all data from Nk to N = Nk _1. 
11: Transfer data from Ni to Nk, s.t. L(Ni ) = dx=2e and L(Nk 
) =bx =2c. 
12: ADJUSTLOAD (N) 
13: fRename nodes appropriately after REORDER.g 
14: end if 
15: end if 
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4. Simulation Results 
 

 
Figure: home page 

 

 
Figure: client login pag 

 

 
Figure: Client signup pag 

 

 
Figure: Signup(registration ) successfully done 

 
Figure: regestred client or user login pag 

 

 
Figure: client login in to the accout(say) 

 

 
Figure: file uploading file 
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Figure: clint under processs 

 

 
Figure: clinet deleted or removed by admin or server 

 
Figure: file(s) after portioned or splited (say) 

 
5. Conclusion 
 
In this paper we concluded that in large-scale, dynamic and 
distributed system having the drawback will be overcome by 
load equalization algorithm. Our proposal strives to balance 
the masses of nodes and scale back the demanded movement 
price the maximum amount as potential, whereas taking 
advantage of physical network vicinity and node no 
uniformity. Leave space for vendors to boost and optimize a 
completely unique load equalization algorithmic rule to 
modify the load-rebalancing drawback in cloud has been 
conferred during this paper. Best algorithmic rule is 
commonly topology specific. 
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