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Abstract: The main theme of the paper is to design Compressor Based Low Power high speed and Area Efficient Multipliers on FPGA. 
In order to perform higher order multiplications more number of adders are required for the partial product addition. Special kind of 
adders are introduced which are capable of adding five/six/seven/eight/nine bits per decade with which we can reduce the number of 
adders and these special kind of adders are called as compressors. In order to develop higher order compressors, the combination of 
XOR gates and MUX circuits along with the binary counter property is contrasted with the conventional design. By using these 
compressors we can reduce the vertical critical paths. In this paper we present efficient implementation of multipliers with compressors 
on FPGA. When compared to carry propagate adders (CPA), high speed compressors provide fast critical path, independent of bit width 
with practically no area overhead. Design of such compressors will reduce the stage delays, transistor count and power delay product 
(PDP) and the results are verified in SPARTAN 3 FPGA. 
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1. Introduction 
 
The most important issues in designing a VLSI chip are 
power consumption, area and speed of operation. Multipliers 
play a key role in digital signal processing and various other 
applications. The architecture of the multiplier consists of 
three stages: 1. Generation of partial products 2. Reduction 
of partial products  3. Final addition. 
 
During the stage of partial products addition, multipliers 
consume high amount of power and delay. More number of 
adders are required for higher order multiplications to 
perform partial product addition [1], [2]. The number of 
adders can be minimized by using different high order 
compressors. 
 
In order to implement digital circuits the use of field 
programmable gate arrays (FPGAs) has been grown in 
recent years. Due to their reconfiguration capabilities these 
devices are allowed in parallel computing. For intensive 
arithmetic algorithms FPGAs achieve speedups of two 
orders of magnitude over general purpose processor [3]. 
Hence these are selected as target technology for many 
applications like digital signal processing [4], cryptography 
[5] hardware accelerations [6] etc. 
 
The general architecture of an FPGA is a matrix of 
configurable logic elements (LEs) each logic element is 
surrounded by interconnection resources. Each configurable 
element consists of one or several n-input lookup tables (N-
LUTs) and flip-flops. However In the modern FPGA 
architecture, specialized circuitry such as dedicated 
multipliers and RAM blocks are augmented with the array of 
LEs. The intensive use of these new elements will reduce the 
performance gap between ASIC & FPGA Implementations. 
Carry chain system is one of the resources used to 
implement the carry propagate adders (CPAs) which mainly 
consists of additional specialized logic to deal with carry 

signals and specific fast routing lines between consecutive 
LEs and is shown n figure 1. 
 

 
Figure 1: Modern FPGA device including dedicated carry 

chain resources. 
 
Most of the modern FPGA devices include these resources 
from low cost one to high end families, compared to the 
implementation of general resources the proposed resource 
will accelerate the carry propagation by more than one order 
of magnitude. For the implementation of non arithmetic 
circuits [7], [8] many studies has been demonstrated the 
importance of using this resource in order to achieve designs 
with better performance and/or less area requirements. 
Different approaches for the optimization of redundant 
addition on FPGA are: 
 
1) Proposing hardware modifications to the existing FPGA 

architectures [9] 
2) Efficient mapping of isolated redundant adders in the 

inner structure of FPGAs [10], and 
3) Based on the bit counters property Utilizing different 

heuristics to design compressor trees [11]. 
 
2. Various Compressor Architectures 
 
A. 3-2 COMPRESSOR 
 
3-2 compressor consists of three inputs X1, X2, X3 and 
generates two outputs sum and carries bits. Its block diagram 
is shown below. 
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Figure 2: 3-2 compressor 

 
This can be governed by the following equation  
 

A + B + C = Sum + 2 * Carry                (1) 
 
The architectures of traditional and enhanced version of 3-2 
compressors along with sum and carry expressions are 
shown below. 

 
Figure 3: 3-2 Compressors Traditional architecture. 

             (2) 

 (3) 
 

B. 4-2 Compressor 
 

The 4-2 compressor consists of 5 inputs A, B, C, D and Cin 
and will generate three outputs Sum, Carry, and Cout as 
shown in the figure 5. 

 
Figure 4: 4-2 compressor 

 
In this the four inputs A, B, C, D and the output sum will 
have the same weight. The cin input is the output from a 
previous lower significant compressor and the output Cout is 
for the compressor in the next significant stage. The 4-2 
compressor can be implemented with two full adders which 
are connected serially as shown in figure 6. 

 
Figure 5: 4-2 Compressors with full adders 

 
This can be governed by the following equation  
 

 A+B+C+D+Cin = Sum+2*(Carry +Cout)            (4) 
 
The architectures of traditional and enhanced version of 4-2 
compressors along with sum carry and Cout expressions are 
shown below. 

 
Figure 6: Traditional architecture of 4-2 compressor 

 

       (5) 

       (6) 

 (7) 

 
3. Design of Multiplier Using Compressors 
 
3.1 Array Multiplier 
 
Multiplication is a mathematical operation; simply it is a 
process of adding an integer to itself in a specified number 
of times. The major steps involved in the multiplication are: 
 
• Generation of partial product  
• Reduction of partial product 
• Final stage addition 
 
In general case for the multiplication of an n-bit 
multiplicand with an m-bit multiplier, produce m number of 
partial products and the product is formed by n+m bits long. 
In order to perform N-bit/N-bit multiplication the N-bit 
multiplicand X is multiplied by N-bit multiplier Y to 
produce product Z. the unsigned binary numbers X and Y 
can be expressed as 
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 The product of X and Y can be represented with Z and it 
can be written in the following form 

 
 
For the n*n multiplier, n(n-1) adders and n2  AND gates are 
required. In the case of simple array each row of 3-2 
compressor will adds a partial product to the partial sum 
which will generate a new partial sum and a sequence of 
carries. The delay of an array will depends on the depth of 
the array. Therefore the summing time of the simple array is 
N-2 of [3:2] compressors delay. Where N is the number of 
partial products. 
 
3.2 8×8 Multiplier Design with 5:3 Compressors 
 
The architecture of an 8×8 bit multiplier is shown in figure 
9. 

 
Figure 7:  8×8 bit multiplier 

 
The Wallace tree architecture for an 8×8 bit multiplier is 
shown in fig 10. In this four stages are required to perform 
partial product. Different adders and compressors are used 
carefully to reduce the number of stages and to generate 
minimum number of outputs.  
 
Now consider the column number four in figure 8, In which 
four bits are added at the first stage. These 4 bits could be 
added by using one full adder and it will produce two 
outputs. Instead of using this we proposed to use 4-2 
compressor so that in the next stage we will have only 2 bits 
instead of 3 bits which in turns reduce the number of bits in 
the next stage. Now consider, column 5 in which five bits 
are added at the first stage. These 5 bits can be added with 
normal 3-2 compressors, it will produce 4 bits to the next 
stage of operation.  
 
Instead of using normal compressors we propose traditional 
compressors which are designed with the combination of 
XOR gates and MUX circuits along with the binary counter 
property is contrasted with the conventional design. Using 
these high speed compressors we can reduce the vertical 
critical path which is independent of bit width, practically no 
area overhead when compared to carry propagate arrays 
(CPAs) on FPGAs. 
 

 
Figure 8: 8 bit multiplier with compressors 
 

4. Performance Evaluation/ Results 
 

The simulation results for an 8-bit multiplier in Xilinx ISE 
Simulator are shown in figure 9. 
 

 
Figure 9: Simulated Waveforms 

 
The RTL schematic for an 8-bit multiplier based on high 
speed compressors is shown in figure 10. 

 

 
Figure 10: RTL Schematic 
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Figure 11: Multiplexer based Compressor Design 

 

 
Figure 12: Traditional Compressor Design 
 

As shown in the table 1 we summarize the different 
comparisons on power, delay, and power delay product 
(PDP), out of which the compressor based on Mux, produces 
low vertical Critical path delay results in reduction of power 
delay product. 

 
Table 1: Power Comparison 

 
 

As shown in the table 2 we summarize the comparisons on 
number of slices, and lookup tables (LUTs), out of which the 
compressor based on MUX, occupies less number of slices 
and LUTs which in turns reduces the area. 

 
 
 
 
 
 
 
 

Table 2: Area Comparison 

 
 

5. Conclusion 
 
In order to speed up the multiplication process different high 
speed compressors are used. Use of these high speed 
compressors in multipliers will simultaneously not only 
reduce the vertical critical path delay but also reduce the 
number of stage operations. By introducing the concept of 
high speed compressors on FPGA will reduce the no of 
slices, LUTs, PDP and increase the speed of operation by 
reducing the vertical critical path. Different comparisons are 
made in terms of Area, delay; Power and PDP are shown in 
the above Table1 and Table2 

 
6. Future Scope 
  
In order to perform higher order multiplications different 
compressors like 6-2, 7-2, and 9-2 compressors will help to 
reduce the area; power consumption and vertical critical path 
delay, and increases the speed of operation. 
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