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Abstract: Now a day the maximizing of data usage and minimizing privacy risk are two conflicting goals. The organization required 
set of transformation at the time of release data. While determining the best set of transformations has been the focus on the extensive 
work in the database community, the scalability and privacy are major problems while data transformation. Scalability and privacy risk 
of data anonymization can be addressed by using differential privacy. Differential privacy provides a theoretical formulation for privacy. 
A scalable algorithm is use to find the differential privacy when applying specific random sampling. The risk function can be employ 
through the supermodularity properties such as convex optimization. 
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1. Introduction 
 
Data disclosure is more advantageous in an organization for 
achieving the privacy and security. To achieve such a goal 
the organizations apply a set of transformation on a data 
before releasing it. The data can be microdata contain 
information about person, a business, or an organization. 
Data Anonymization is a technique that is used to convert 
clear text into a non-human readable form. Anonymization 
uses Generalization and Bucketization techniques. The 
supermodularity-based differential privacy preserving 
algorithm provides both scalability and privacy risk by using 
various algorithms. Data Anonymization is a technique that 
includes hiding the identities that is called k-anonymity 
technique. K-anonymity provides accurate data released. K-
anonymity technique also use for micro data protection. The 
l-diversity can overcome the weaknesses of k-anonymity. K-
anonymity is not always effective in preventing the sensitive 
attributes of the record. The technique l-diversity maintains 
the group of sensitive attributes. Characteristics of l-
diversity are to treats all values of attribute in a similar way 
irrespective of distribution in the data. The t-closeness is one 
of the techniques ensuring the distance between the 
distribution of sensitive attributes in a class of records and 
the global distribution. The transformation includes data 
suppression, data generalization, and data perturbation. Data 
suppression removes information from the data. Data 
generalization can add the information in the form of range 
such as age into ranges. Data perturbation can help to add 
noise to the data. The risk utility tradeoff is the main issue 
regarding data transformation. Generalization and 
suppuration can reduce the granularity of data 
representation. One another technique for data privacy is the 
randomization method. In randomization method noise is 
added into data for masking the attribute values of records. 
The added noise must be large so that the individual record 
value cannot be recovered. This type of technique is 
developed for the aggregate distribution. 
 
 
 

2. Related Work 
 
It is the study of risk-utility tradeoff by using different 
privacy preserving algorithms. Most of the work can be 
performed by using optimal transformation before the data 
gets disclosed. Differential privacy preserving algorithm is 
used for the data disclosure. This algorithm provides 
transformation on the individual data items. Such a 
transformation is based on the risk tolerance of the person to 
whom the data pertains. An approximation algorithm 
provides the data transformation within constant guarantees 
of the optimum. Another algorithm used to data 
transformation is slightly modified from the approximation 
algorithm is called Polynomial time algorithm. The 
supermodular function act as a denominator ratio for the risk 
function. Thus a fractional program can reduced the number 
of supermodular function and that can be solved by using 
polynomial time. Differential privacy considers the problem 
of data transformation on each record in the database. 
Differential privacy satisfies the risk-utility mechanism, it 
maximizes the average utility per record. It is not possible to 
obtain the differential privacy without considering the 
maximize utility. Differential privacy provides a 
mathematical model and it can bound the information gain 
when an individual is added or removed from the data set D. 
For achieving the scalability and privacy the data 
generalization model can be performed under the threshold 
formulation. The threshold formulation can be categorized 
into the formal model and informal model.  Threshold 
formulation helps to disclose your personal information. It 
will collect and uses your personal information to operate 
the data and deliver the services. 
 
M.R. Fouad proposed an efficient algorithm to address the 
tradeoff between data utility and data privacy. Maximizing 
data usage and minimizing privacy risk are two conflicting 
goals. Our proposed algorithm (ARUBA) deals with the 
microdata on a record-by-record basis and identifies the 
optimal set of transformations that need to be applied in 
order to minimize the risk and in the meantime keep the 
utility above a certain acceptable threshold. We use 
predefined models for data utility and privacy risk 
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throughout different stages of the algorithm. This system 
does not elaborate more on the impact of different risk and 
utility models on the performance of our algorithm. 
Estimating the dictionary of the attacker and the required set 
of transformations based on incremental disclosure of 
information is also a subject of future research. [2] 
  
3. Proposed System 
 
A supermodularity-based differential privacy preserving 
algorithm for data anonymization uses different data 
generalization techniques based on the threshold 
formulation. An Informal model and Formal model can be 
used under the threshold formulation. 
 
3.1 The Informal Model 
 
This model shows the relationship between the risk and 
utility. The (r, u)-plane can distinguish the risk and utility 
tradeoff. 

 
Figure 1: Risk-utility tradeoff 

 
The figure1 shows the shaded region that corresponds to the 
infeasible points. The vertical line corresponds to all 
instances whose risk is fixed at a certain level. Similarly the 
horizontal line corresponds to all instances whose expected 
utility is fixed at a certain level. The vertical and horizontal 
line shows the risk-utility tradeoff. Assume that the risk is 
always below a certain level c. 
 
3.2 Formal Model 
 
This type of model can be work on the basis of Value 
Generation Hierarchies(VGH’s).With the help of VGH we 
can performed the hierarchical relation.  

 
 

Figure 2: Partial VGH for the city attribute 
 

It provides a utility function as a, u(x) =∑ di (xi) where i=1 
to k, k is the number of attributes. 
 
Differential privacy provides a mathematical way to model 
and bound the information gain when an individual is added 
to a data set D is a subset of L. Privacy degrades when 
multiple operations are perfumed on the same set. 
Differential privacy is advantageous because it degrades 
privacy in a well controlled manner. Formal model shows 
the different taxonomies of an attribute. It will generalize the 
chain product. Formal model shows the two-attribute record 
in a lattice form. It is formed by chain product by using two 
attribute. It will show the city and race are the two different 
attributes. The lattice having three special nodes such as: 
 
1. Feasible nose satisfies the utility constraint, 
2. Frontier node has at least one infeasible immediate 

parent and it is consider as a feasible node. 
3. Optimal node is a frontier node that has the minimum 

risk.  
 
The goal of the lattice representation of formal model is to 
identify the optimal path. The path is based on only attribute 
in the record by replacing the attribute value.  The figure 3 
shows the system architecture of proposed system. 

 
Figure 3: System Architecture 

 
4. Concept 
 
4.1 Polynomial Time 
 
Supermodularity approach for data anonymization includes 
the polynomial time for completes a task. The time can be 
calculated for data anonymization. By using this algorithm 
the normal people can’t see the personal details.  
 
4.2 Convex Optimization 
 
Convex optimization is act as a subfield of optimization 
techniques. It is used in a wide range of disciplines such as 
many automatic control system, communication and 
networks, data analysis. Convex optimization is a 
straightforward approach as a linear programming. It can 
perform easier optimization than the other type of 
optimization. It will apply a set of convex functions over a 
convex set. In data privacy whenever the risk threshold is 
small, then the convex optimization is used in an 
approximation algorithm. It approximately maximizes the 
utility of data within a constant factor from the risk threshold 
function. A polynomial time algorithm is slightly modified 
than the approximation algoritm.Polynomial time algorithm 
produces a reduced number of supermodualar functions that 
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will maximize the data utility. It is not possible to obtain 
differential privacy without sacrificing utility maximization. 
The risk function exhibits certain submodularity properties. 
The very desirable property of submodular (respectively, 
supermodular) functions is that they can be minimized 
(respectively, maximized) in polynomial time [1].  
 
5. Conclusion 
 
A supermodularity-based approach for the data privacy can 
addressed both the scalability and privacy risk. The set of 
transformation can apply on the data for maintain the 
privacy. For achieving the scalability and privacy the 
proposed system use the risk-utility tradeoff by using 
optimal set of transformations. The system gave an 
approximation algorithm for the computation of optimal 
solution at the time of risk threshold is minimum. By using 
threshold formulation there are different models introduces 
the relationship in between the risk and utility. Differential 
privacy can shows the mathematical model for achieving 
maximum utility and minimizing privacy risk. Hence it is 
more popular in database community. The ARUBA and 
SABRI technology can adopts the information loss 
measures. In future study we reduce the problem of NP-
Hardness.  
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