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Abstract: We present a new approach for selecting images which are suitable for inclusion in the visual summaries. This approach is 
designed on the basis of how people generally think of summarizing image collections. For obtaining large number of manually created 
visual image summaries and criteria which guide user’s for selection of images we use Amazon Mechanical Turk Crowd sourcing 
platform. This technique utilizes the content and context of images, image popularities, similarities between images, sentimental 
analysis. We describe images not only on the basis of their properties but also we consider the fact behind images that are related 
semantically. This increases efficiency and enables aesthetic appeal, proliferation of sentiment, and various emotions associated with a 
particular group of images. We examine the trend of a low inter-user contract, which is helping to make a computerized evaluation of 
aesthetic summaries and propose a solution influenced by the text summarization and machine interpretation communities. The studies 
conducted on a collection of geo-referenced Flickr image collections demonstrate the potency of our image selection approach. 
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1. Introduction 
 
Very quick growth of the quantity of digital multimedia data 
available in professional and personal collections along with 
the social networking and content sharing websites has 
established the necessity of powerful tools enabling 
representation, summarization, analysis and abstraction of 
data for more feasible and effective retrieval and browsing. 
Summarization techniques, specifically, aim at providing a 
concise representation of an individual multimedia data 
collection or data document. Based on the kind of the 
application and data domain, summaries may contain videos, 
segments, text, images. 
 
We take the problem of generation visual summaries of 
geographical places as trial use case to show the benefits of 
the proposed user-informed picture selection concept. The 
paper makes the following principal benefits: 
 
• This topic present a new approach based on how humans 

select images for visual summaries, which was collected 
with a large-scale crowd sourcing study, as the basis for a 
novel method for automatically selecting images for visual 
summarization. 

• This approach uses extracted features of images and 
RankSVM method to generate a list of images ranked by 
their suitability for inclusion in a visual summary. 

• The selected set of pictures can be used as a “general 
purpose” visual summary or as a starting point in building 
a summary with particular properties. 

 
 
 

2. Related work 
 
2.1 Visual Summarization 
 
In general, visual summarization intends to give compact 
information of a single video, set of videos or an image 
collection.  
 
In [2] we conjecture image analysis, tag data and images’ 
explicit and implicit metadata to extract meaningful features 
from community-contributed datasets. We use tags i.e. text 
labels associated with images by users and location metadata 
to detect tags and location that represent landmark or 
geographic features. We perform visual analysis of images 
associated with discovered landmarks to extract 
representative sets of images for each landmark. We cluster 
the landmark images into visually similar groups by using 
various image processing methods, as well as generate links 
between those images that contain the same visual objects. 
Based on the clustering and on the generated link structure, 
we recognize canonical views, as well as select the top 
representative images for each such view. This technique 
helps for getting diverse and representative results for 
landmark searches. One of the demerit is focuses on best 
views of the landmark itself. 
 
In [3] we present a framework of summarizing tourist 
destinations by leveraging the rich textual and visual 
information in large amount of user-generated travelogues 
and photos on the Web. The framework first discovers 
location representative tags from travelogues and then selects 
relevant and representative photos to visualize these tags. 
The learnt tags and selected photos are finally organized 
appropriately to provide an informative summary which 
describes a given destination both textually and visually. 
Experimental results based on a large collection of 
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travelogues and photos show promising results on destination 
summarization. 
 
In [4] we present a new technique for automatic visual 
summarization of geographic area. We present a new 
retrieval technique and learning framework for automatic 
visual summarization of geographic area. Here we take geo-
coordinates of particular location as input and then download 
images within set radius from Flickr website. It uses 
metadata, textual and visual modalities of images. Then we 
represent semantic relations between images based on user 
interaction. In this technique System uses Multimodal Image 
Context Graph (ICG) which combines visual, textual and 
other modalities together. The theory of random walks i.e. 
RWR over graph is used to compute representative score 
(RS) and diversity score (DS). This new method does not 
require input from human. 
 
2.2 Summary Evaluation 
 
The Recent research has investigated different types of 
summaries, methods to create and methods to evaluate them. 
In [5] The Bilingual Evaluation Understudy (BLUE) is 
method for automatically evaluating the quality of machine 
translation based on ngram co-occurrence scoring. It is now 
the new scoring measure used in the NIST (NIST 2002) 
translation benchmarks. The main idea of BLEU is to 
measure the similarities between a candidate translation and a 
set of reference translations. BLEU compares a candidate 
translation with several human-generated reference 
translations using n-gram cooccurrence statistics.  
 
In [6] ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation) measure is used for text summarization 
evaluation. This metric calculates the number of overlapping 
units between the summary candidates generated by 
computer and several ground truth summaries built by 
humans. Several variants of the metric are introduced, such 
as ROUGE-N, ROUGE-L, ROUGE-W and ROUGE-S. 
ROUGE-N is an n-gram recall between a candidate summary 
and a set of reference summaries. To calculate the 
effectiveness of ROUGE measures, we calculate the 
correlation between ROUGE assigned summary scores and 
human assigned summary scores. 
 
In [7] we study VERT-Video Evaluation by Relevant 
Threshold is the algorithm to automatically evaluate the 
quality of video summaries. We use ideas from ROUGE and 
BLEU and extend these measures to the domain of video 
summarization. Our approach focus on the selection of 
relevant key frames, as a video skim can be easily 
constructed by concatenating video clips extracted around the 
selected key frames. Here we believe that the temporal order 
of key frames is not as important as the word order in a 
sentence, we rather use the key frame importance rank in the 
selection. We select a set of video sequences v1, v2, v3, vk 
related to a given topic. These sequences are divided into 
shots or subshots, and each shot is represented by one or 
more keyframes. Based on shots, subshots or keyframes, a 
selection of the video content to be included in the summary 
is performed. This selection may be ordered, with the most 
important content being selected first. The selected content is 

assembled into a video summary, either in the form of a 
photo album or a video skim. VERT metric compares a set of 
computer selected key frames with several reference sets of 
human-selected key frames. Since BLEU is precision 
measure and ROUGE is recall measure, we propose VERT-
Precision and VERT-Recall respectively. 
 
2.3 Image Aesthetic Appeal and sentiment analysis 
 
In [8] system is dealing with the nature of art, beauty with the 
creation and appreciation of beauty. In this system, we 
analyze visual content as a machine learning problem, with a 
peer-rated online image sharing Website as data source. We 
extract visual features based on the insight that they can 
differentiate between aesthetically pleasing and displeasing 
images. By using support vector machines and classification 
trees we built automated classifiers. The work demonstrates 
the relationship between emotions which pictures arouse in 
people, and their low-level content. We have shown 
significant correlation between various visual properties of 
photographic images and their aesthetics ratings. By using a 
community-based database and ratings certain visual features 
tend to give better discrimination of aesthetic quality than 
some others. Our SVM-based classifier is robust enough to 
produce good accuracy using visual features in separating 
high and low rated photographs.  
 
In [9] we utilize a large dataset of images crawled from 
Flickr in order to depict links between visual features and 
sentiment values extracted from the images’ textual metadata. 
We performed an in-depth analysis of the connection 
between different image features and sentiment on a sample 
consisting of more than half a million images from the social 
sharing site Flickr. Our experiments revealed strong and 
intuitive dependencies between the sentiment values 
extracted from metadata and visual features based on color 
histograms and SIFT visual term representations. In our 
classification experiments, we further confirmed that visual 
features can, to a certain degree, help predicting the polarity 
of sentiment. We are known that this work is just one of 
many steps; in order to make results applicable for real 
systems, a combination with additional information obtained 
through advanced text analysis techniques, considering 
complementary domain knowledge, and focusing on specific 
problems domains is of high practical importance. 
 
3. Crowdsourcing for Visual Summarization 
 
Crowdsourcing is the process of obtaining needed services, 
ideas, or content by obtaining contributions from a large 
group of people, and from an online community, rather than 
from traditional employees or suppliers. It is a relatively 
upcoming discipline to assure high quality of results. 
 
3.1 Crowd Sourcing Experiment 
 
In [10] we study Amazon Mechanical Turk is a crowd 
sourcing online web service which coordinates the supply 
and the demand of tasks that require human intelligence to 
complete. It is an online marketplace where employees called 
workers are recruited by employers called requesters for the 
execution of tasks called HITs in exchange for a wage called 
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a reward. Workers and requesters can be linked through an 
ID provided by Amazon. Employers post HITs which are 
visible only to workers who meet predefined criteria such as 
country of residence or accuracy in previously completed 
tasks. When workers log in the website, they find a list of 
tasks according to various criteria, including pay per HIT and 
maximum time allotted for the completion. After completion 
of task, the requester who supplied that task pays him. The 
quality of results of crowd sourcing experiment depends on 
the factors such as e.g., payment amount per HIT, task 
complexity and worker qualification/reputation.  
 
Here we planned our crowdsourcing task as follows. We 
recruited 20 different MTurk workers per location for manual 
creation of reference summaries. As some of them repeated 
the HIT for the other locations as well, the total number of 
workers used for the task was 697. In this Task we will give a 
set of 100 images and ask you to select 10 of them for a 
“visual summary”. By looking at the 10-image visual 
summary, workers should obtain the same overall opinion as 

given by the larger 100-image set. After creation of 10-image 
summary the worker was asked to sort the selected images in 
the order of importance and briefly explain reasons for 
selecting each image using a free text input form. Then 
perform qualitative analysis of the manually generated visual 
summaries as well as the criteria for image selection reported 
by the MTurk workers. The analysis shows that most of them 
select images that are semantically similar to many other 
images in the collection, making sure at the same time that as 
many semantically different images as possible are included 
in the summary.  
 
3.2 Learning to Rank-RANKSVM 
 
In automatic selection of images for the summary we set a 
target to produce a ranked list of images per location, where 
the rank position of an image serves as an indicator of its 
suitability for the visual summary. Here we generate the 
ranked list in a user-informed fashion as follows: 
 

 
Figure 1: User-informed approach to image selection for creating visual summaries All images are downloaded from Flickr 

under CC License [1] 
 
• By selecting the training images from the human-created 

reference summaries from crowdsourcing experiment  
• By learning the ranking function taking the features from 

image dataset as the input.  
 
We start the training data selection by sorting the images per 
location based on collection subset consisting of 100 images 
according to the number of MTurk workers that selected 
them for their summaries. We choose a set of image 
preference pairs (i, j) Є P, each consisting of a top ranked 
and bottom ranked image. Then, to learn the ranking, a well-
known RankSVM method is used. In the method originally 
proposed by Joachims in [12] the RankSVM model is based 
on minimizing the following objective function. 

  … (1) 
Where  
xi and xj are the feature vectors representing images 
 c is regularization parameter 
l loss function 
W is decision hyperplane normal vector 
 
Due to limitations such as high computational costs 
associated with training of SVMLight, we make use of a fast 
RankSVM method described in [11]. This technique uses 
Newton optimization which does not require computation of 
difference vectors xi- xj to significantly reduce the RankSVM 
training time. 
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Figure 2: Illustration of pyramid structure, where each tier 

consists of the images appearing in the same number of 
reference summaries [1] 

 
3.3 Summary Set Evaluation: The Pyramid Method 
 
In [13] Summary set evaluation problem in document 
summaries and machine translations is a low inter-user 
agreement. Low inter-user agreement is the problem of 
summary set evaluation in document summaries and machine 
translation, which makes the evaluation algorithms ROUGH, 
BLUE and VERT inapplicable. This is the demerit of these 
evaluation methods. 
 
We present a new pyramid approach for evaluating the 
suitability of images for the visual summary. As illustrated in 
Fig.2, every pyramid tier contains the images appearing in 
the same number of visual summaries. The most frequently 
selected images are placed in the top level tier, while the 
bottom level tier is composed of images that were selected by 
a single Amazon Mechanical Turk worker only. Images that 
do not present in any of 20 reference summaries generated 
for a given location are considered unimportant and therefore 
discarded. We formulate a theory that an optimal set should 
include all images from the top level tiers and draw the 
remaining images from the last tier needed to reach a 
specified set size. As per the pyramid approach an optimal 
set  with NR images would receive the maximum score dmax 
calculated as follows:- 
 

 , 
 

 
 

 …(2) 
 

Pyramid scores are reliable, predictive, and conclusive. The 
pyramid method assigns a score to a summary and based on 

the score allows the evaluator to evaluate summaries. 
Pyramid scores are effective in summary evaluation. 

 
4. Conclusion 
 
We have studied about how individual select pictures for 
visual summaries, which was selected from a very large 
crowd sourcing investigation as the foundation for a novel 
approach for automatically selecting pictures for visual 
summarization. The crowd sourcing study revealed natural 
attributes of pictures that are essential for individuals and 
also offered people with training data. Our strategy uses 
characteristics based on these attributes and RankSVM 
method to create a list of pictures ranked by their suitability 
for addition in a visual summary. As a result, the selected 
picture collection can be utilized as a “general purpose” 
visual summary or as a kick off point in creating overview 
with specific properties. 
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