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Abstract: Different users may want to search different goals when they submit some ambiguous query, to a search engine. The 
inference of user search goals can be very useful in improving performance of search engine. To conclude user search goals by 
analyzing search engine query logs a novel approach is proposed. First thing is that, we propose a framework to find out different user 
search goals for a query by clustering the proposed feedback sessions. Feedback session is built from user click-through data and can 
efficiently reflect the information needs of users. Second thing is, we propose a novel approach to generate pseudo-documents by using 
feedback sessions for clustering. For clustering a new algorithm which is bisecting K-means algorithm is used. At the end, a new 
criterion “Classified Average Precision (CAP)” is proposed to evaluate the performance of search enging.This criteria gives us value for 
k-means and bisecting k-means algorithm which shows that bisecting algorithm has better performance than k-means. 
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1. Introduction 
 
This approach is used to infer user search goals for a query 
by clustering proposed feedback sessions. Feedback session 
is series of clicked and unclicked urls. Clustering algorithm is 
applied on to pseudo-documents which is generated from 
feedback session. So it forms clusters according to user 
search goals or queries. Finally evaluation criterion is used to 
check the performance of the system. It compares the 
performance of k-means and bisecting k-means algorithm. 
Bisecting k-means gives the better performance than k-
means. 
 
The objectives of the project are as below: 
1. Feedback Session: The proposed feedback session 

consists of both clicked and unclicked URLs and ends with 
the URL that was clicked in a single session at last. It is 
motivated that before the last click, all the URLs have been 
scanned and evaluated by users. In this way it shows the 
listed clicked and unclicked URL’s by user. 

2. Optimization method to map: feedback session is 
mapped onto pseudo document, which consists of titles and 
snippets by using optimization method.  

 
Bisecting K-Means Clustering Algorithm 
 
To cluster pseudo document clustering algorithm is applied. 
 
2. Evaluation Criterion 
 
To check performance of system an evaluation criterion is 
used  
 
3. Related Work 
 
In recent years, many works have been done to infer the 
socalled user goals or intents of a query [14], [15], [18]. But 
in fact, their works belong to query classification. Some 
works analyze the search results returned by the search 

engine directly to exploit different query aspects [7], [21]. 
However, query aspects without user feedback have 
limitations to improve search engine relevance. Some works 
take user feedback into account and analyze the different 
clicked URLs of a query in user click-through logs directly, 
nevertheless the number of different clicked URLs of a query 
may be not big enough to get ideal results. Wang and Zhai 
clustered queries and learned aspects of these similar queries 
[19], which solves the problem in part. However, their 
method does not work if we try to discover user search goals 
of one single query in the query cluster rather than a cluster 
of similar queries. For example, in [18], the query “car” is 
clustered with some other queries, such as “car rental,” “used 
car,” “car crash,” and “car audio.” Thus, the different aspects 
of the query “car” are able to be learned through their 
method. However, the query “used car” in the cluster can 
also have different aspects, which are difficult to be learned 
by their method. Some other works introduce search goals 
and missions to detect session boundary hierarchically [12]. 
However, their method only identifies whether a pair of 
queries belong to the same goal or mission and does not care 
what the goal is in detail. A prior utilization of user click-
through logs is to obtain user implicit feedback to enlarge 
training data when learning ranking functions in information 
retrieval. Thorsten Joachims did many works on how to use 
implicit feedback to improve the retrieval quality [9], [10], 
[11]. They consider feedback sessions as user implicit 
feedback and propose a novel optimization method to 
combine both clicked and unclicked URLs in feedback 
sessions to find out what users really require and what they 
do not care. One application of user search goals is 
restructuring web search results. There are also some related 
works focusing on organizing the search results [7], [8], [21]. 
They infer user search goals from user click-through logs and 
restructure the search results according to the inferred user 
search goals. 
 
Many works about user search goals analysis have been 
investigated. They can be summarized into three classes: 
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query classification, search result reorganization, and session 
boundary detection.  
 
S. BEITZEL, E. JENSEN, A. CHOWDHURY, AND O. 
FRIEDER, “VARYING APPROACHES TO TOPICAL 
WEB QUERY CLASSIFICATION,” PROC. 30TH ANN. 
INT’L ACM SIGIR CONF. RESEARCH AND 
DEVELOPMENT (SIGIR ’07), PP. 783-784, 2007. 
 
In this first class, topical classification [5]of web queries has 
drawn recent interest because of the promise it offers in 
improving retrieval effectiveness and efficiency. However, 
much of this promise depends on whether classification is 
performed before or after the query is used to retrieve 
documents. We examine two previously unaddressed issues 
in query classification: pre vs. post-retrieval classification 
effectiveness and the effect of training explicitly from 
classified queries vs. bridging a classifier trained using a 
document taxonomy. Bridging classifiers map the categories 
of a document taxonomy onto those of a query classification 
problem to provide sufficient training data. We find that 
training classifiers explicitly from manually classified queries 
outperforms the bridged classifier by 48% in F1 score. Also, 
a pre-retrieval classifier using only the query terms performs 
merely 11% worse than the bridged classifier which requires 
snippets from retrieved documents. Thus people attempt to 
infer user goals and intents by predefining some specific 
classes and performing query classification accordingly. 
However, since what users care about varies a lot for 
different queries, finding suitable predefined search goal 
classes is very difficult and impractical. 
 
B. POBLETE AND B.-Y RICARDO, “QUERY-SETS: 
USING IMPLICIT FEEDBACK AND QUERY 
PATTERNS TO ORGANIZE WEB DOCUMENTS,” 
PROC. 17TH INT’L CONF. WORLD WIDE WEB 
(WWW ’08), PP. 41-50, 2008.  
 
In the second class, Effective organization of search 
results[19] is critical for improving the utility of any search 
engine. Clustering search results is an effective way to 
organize search results, which allows a user to navigate into 
relevant documents quickly. However, two deficiencies of 
this approach make it not always work well: (1) the clusters 
discovered do not necessarily correspond to the interesting 
aspects of a topic from the user's perspective; and (2) the 
cluster labels generated are not informative enough to allow a 
user to identify the right cluster. In this paper, we propose to 
address these two deficiencies by (1) learning \interesting 
aspects" of a topic from Web search logs and organizing 
search results accordingly; and (2) generating more 
meaningful cluster labels using past query words entered by 
users. We evaluate our proposed method on a commercial 
search engine log data. Compared with the traditional 
methods of clustering search results, our method can give 
better result organization and more meaningful labels. people 
try to reorganize search results. But this involves many noisy 
search results that are not clicked by any users. In the third 
class, people aim at detecting session boundaries. However, 
this only identifies whether pair of queries belongs to the 
same goal and does not care what the goal is in detail. 

 

Table 1: Previous Work 
Previous 
Research 
Papers 

Result/Conclusion 

Z. Chen Worked on Query classification Limitations- 
Experiment was conducted on a potentially-biased 

dataset 
H. Chen Organizes search results into a hierarchical 

category structure. Limitations- Query aspects 
without user feedback have limitations to 

improve search engine relevance 
Wang , Zhai clustered queries and learned aspects of similar 

queries Limitations- This method does not work if 
we try to discover user search goals of any one 
single query in the query cluster rather than a 

cluster of similar queries. 
R. Jones and 

K.L. Klinkner, 
Introduce search goals and missions to detect 
session boundary hierarchically Limitations- 

Their method only identifies whether a pair of 
queries belong to the same goal or not and does 

not care what the goal is in detail. 
 
4. Proposed Work 
 
The overall system architecture is as shown in figure 3.1 
below. First block of figure displays the feedback session of 
search results. Then by using optimization method titles and 
snippets are extracted from feedback session, this collection 
of titles and snippets is called as pseudo document. After that 
clustering algorithm applied on to these pseudo document. 
Finally clustered data is obtained and at the same time by 
using evaluation criteria performance of algorithm is 
checked.  
 
 

Search result  Clicked seq. 
www.thesun.co.uk 0 
www.solarviews.com/sun.html 1 

 
Figure 3.1: Framework of our approach 
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4.1 Conversion Of Feedback Sessions To Pseudo-
Documents 
 
Building of pseudo-document has two steps. 
 
4.2.1 Representation of URLs In the Feedback Session.  
In the first step, we first enrich the URLs with additional 
textual contents by extracting the titles and snippets of the 
returned URLs appearing in the feedback session. In such 
way, each URL in the feedback session is represented by a 
small text paragraph that consists of that URLs title and 
snippet. After that some textual processes are implemented to 
those text paragraphs, such as transforming all of the letters 
to lowercases, stemming and removing stop words. Finally, 
each URL’s title and snippet are represented by a Term 
Frequency-Inverse 
Document Frequency (TF-IDF) vector, respectively, as in 
 
Тi = [tw₁, tw₂, tw₃…... twn]ᵀ 
Si = [Sw₁, Sw₂, Sw₃…... Swn]ᵀ  
 (1)  
Where Тi and Sj are the TF-IDF vectors of the URL’s title 
and snippet, respectively. wj= (�,�,�,………n) is the jth term 
appearing in the enriched URLs. Here, a “term” is defined as 
a word or a number in the dictionary of document 
collections. twj and swj represent the TF-IDF value of the jth 
term in the URL’s title and snippet, respectively. Considering 
that each URLs’ titles and snippets have different 
significances, we represent the each enriched URL by the 
weighted sum of Тuі and Suі, namely 
  

Rі = �t .�і + st . �і  
 = [� w₁ , � w₂ ,…………, �wn]ᵀ  
 (2) 
 

Where Rі means the feature representation of the ith URL in 
the feedback session, and �t and �t are the weights of the 
titles and the snippets, respectively. 
 
4.2.2 Formation of Pseudo-Document  
We propose an optimization method to combine clicked and 
unclicked URLs in the feedback session to obtain a feature 
representation. 
Let R be the feature representation of a feedback session, and 
(�) be the value for the term w.  
Let  
C = (m=1, 2, 3… M), and  
UC = (l=1, 2, 3… L);  
 Let R be the feature representations of the clicked and 
unclicked URLs in this feedback session, respectively.  
Let C and UC be the values for the term w in the vectors. We 
want to obtain such a S that the sum of the distances between 
S and each C is minimized and the sum of the distances 
between S and each UC is maximized. Based on the 
assumption that the terms in the vectors are independent, we 
can perform optimization on each dimension independently, 
as shown in below equation. 
 
S = [�� (�₁), ��(�₂) , ��(�₃) ,……….., ��(��)]ᵀ  
  
 (3) 

  ² 

 ̶  (4)  

⋋ is a parameter balancing the importance of clicked and 
unclicked URLs. When ⋋ in (4) is 0, unclicked URLs are not 
taken into account. On the other hand, if ⋋is too big, 
unclicked URLs will dominate the value of Uc. In this 
project, we set ⋋ to be 0.5.  
 
4.3 Clustering of Pseudo Document 
 
As in equation (3) and (4), each feedback session is 
represented by a pseudo-document and the feature 
representation of the pseudo-document is R�. The similarity 
between two pseudo-documents is computed as the cosine 
score of R�ᵢ and R�j, as follows: 
 Simij = cos (R�ᵢ, R�j)  

 =   (5) 

And distance between two feedback sessions is calculated by 
using formula  

Disij = 1   ̶ Simij 
  

To cluster pseudo documents K-means clustering is used 
which is very simple and effective. To check the optimal 
values of clustering we have a evaluation criterion. 
 
4.4 Bisecting Algorithm 
 

For Bisecting algorithm you must cluster documents using k-
means algorithm and then on the result of k-means algorithm 
you can apply bisecting algorithm.  
 
Read following bisecting steps. 
The idea is iteratively splitting your cloud of points in 2 
parts. In other words, you build a random binary tree where 
each splitting (a node with two children) corresponds to 
splitting the points of your cloud in You begin with a cloud 
of points. 
• Compute its centroid (barycenter) w 
• Select randomly a point cL among the points of the cloud 
• Construct point cR as the symmetric point of cL when 

compared to w (the segment cL->w is the same as w->cR) 
• Separate the points of your cloud in two, the ones closest 

to cR belong to the subcloud R, and the ones closest to cL 
belongs to the subcloud L 

• Reiterate for the subclouds R and L 
 
Notes : 
You can discard the random points once you've used them 
already. However, keep the centroids of all the subcoulds. 
Stop at point when your subclouds contain exactly one point. 
 
5. Design Process 
 
5.1 Data Flow Diagram 
 
A data flow diagram (DFD) is a graphical representation of 
the “flow” of data through an information system. It differs 
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from the flowchart because it shows the data flow instead of 
the control flow of the program. It can also be used for the 
visualization of data processing. The data flow diagram is 
designed to show how a system is divided into smaller 
portions and to highlight the flow of data between those 
parts.  

 
Figure 5.1:.1DFD 1 

 
Figure 5.2: DFD 2 

 
5.2 UML Diagrams 
 
The Unified Modeling Language (UML) is a graphical 
language for visualization, specifying, constructing and 
documenting the artifacts of a software intensive system. The 
UML gives a standard was to write systems blue prints, 
covering conceptual things, such as business processes and 
system functions, as well as concrete things, such as classes 
written in a specific programming language, database 
schemas, and reusable software components. 
 
5.2.1 Use Case Diagram 
It shows a set of use cases and actors (a special kind of class 
and their relationships). Use case diagrams address the static 
use case view of system. These diagrams are especially 
important in organizing and modeling the behavior of the 
system. 
 
 
 
 

 
Figure 5.5.1: Use case diagram 

 
6. Evaluation Criterion 
 
6.1 Average Precision 
 
A possible evaluation criterion is the average precision (AP) 
which evaluates according to user implicit feedbacks. AP is 

the average of precisions which is computed at the point of 
each relevant document in the ranked sequence, shown in 
 
 AP =   (6)  
Where 
 N is the number of relevant (or clicked) documents in the 
retrieved ones, 
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 r is the rank, N is the total number of retrieved documents, 
rel(r) is a binary function on the relevance of a given rank, 
and 
 Rr is the number of relevant retrieved documents of rank r or 
less.  
 
6.2 Voted AP (VAP) 
 
 It is calculated for purpose of restructuring of search results 
classes i.e. different clustered results classes. It is same as AP 
and calculated for class which having more clicks.  
  
6.3 Risk  
 
It is the AP of the class including more clicks? There should 
be a risk to avoid classifying search results into too many 
classes by error. So we propose the Risk. 

 Risk =  

 
6.4 Classified AP (CAP) 
 
VAP is extended to CAP by introducing combination of VAP 
and Risk. Classified AP can be calculated by using the 
formula, as follows: 
CAP VAP  (1 ) ᵞ  
 
7. Original Results  
 
The goal of paper is to infer user search goals by maintaining 
feedback session. Then from feedback session pseudo 
document is generated on to which clustering algorithm is 
applied. Initially k-means clustering algorithm is applied. 
Evaluation criterion is defined to check the performance of 
the system. Then bisecting k means algorithm is applied on to 
same pseudo document. Finally performance of these two 
algorithms is checked by using evaluation criterion. Bisecting 

k-means algorithm gives higher values than k-means 
clustering. The comparison of two algorithm is as shown with 
the help of graphs. When user enters search query, first of all 
system will generates the id for each query. Figure 9.1 shows 
queries with their related id’s. 
 

 

 
Figure 9.1 Queries and related id’s 

 
Then system will display the search results for query. For 
each query system will maintained the clicked and unclicked 
sequence of url’s, it means that it maintains the feedback 
session for each query. Figure 9.2 shows Google search 
result with feedback session. 
 

 

 
Figure 9.2: Google search Results with Feedback Session 
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From feedback session pseudo document is generated 
.Pseudo documents consists of snippets and titles. Then 
clustering algorithm will be applied on to this pseudo 
document. It forms the list of keywords for each cluster 
according to relevance of keywords. Figure 9.3 shows list of 
keywords for particular cluster. For example ,for query id 
318 it shows 10 keywords . Clustering algorithms will be 
applied on to these keywords. 
 
The performance of the algorithm is checked by calculating 
average precision for both algorithms. Classified Average 
Precision (CAP), Voted Average Precision (VAP) ,Risk are 
calculated for k-means algorithm and bisecting k-means 
algorithm. Figure 9.4 shows the values of CAP, VAP and 
Risk. 

 
Figure 9.4: CAP, VAP, Risk for k-means and bisecting k-

means algorithm 
 
The performance of the system is shown by graphs. Figure 
9.5 shows the graph for CAP against query id. And figure 9.6 
shows graph for risk against VAP. 
 

 
Figure 9.5: Graph for Query ID against CAP 

 

 
Figure 9.6: Graph for Risk and VAP 

 
8. Conclusion  
 
The proposed system can be used to improve discovery of 
user search goals for a similar query by using bisecting 
algorithm for clustering user feedback sessions represented 
by pseudo-documents. By using proposed system, the 
inferred user search goals can be used to restructure web 
search results. So, users can find exact information quickly 
and very efficiently. The discovered clusters of query can 
also be used to assist users in web search. 
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10. Other Recommendations 
 
Equalize the length of your columns on the last page. If you 
are using Word, proceed as follows: Insert/Break/Continuous. 
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