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Abstract: In this paper, we proposed a new architecture ofmultiplier-and-accumulator (MAC) for high-speed arithmetic. By combining 
multiplication with accumulation and devising a hybrid type of carry save adder (CSA), the performance was im-proved. Since the 
accumulator that has the largest delay in MAC was merged into CSA, the overall performance was elevated. The proposed CSA tree uses 
1’s-complement-based radix-2 modified Booth’s algorithm (MBA) and has the modified array for the sign extension in order to increase 
the bit density of the operands. The CSA propagates the carries to the least significant bits of the partial products and generates the least 
significant bits in advance to decrease the number of the input bits of the final adder. Also, the proposed MAC accumulates the 
intermediate results in the type of sum and carries bits instead of the output of the final adder, which made it possible to optimize the 
pipeline scheme to improve the performance. The proposed architecture was synthesized with 250, 180 and 130 m, and 90 nm standard 
CMOS library. Based on the theoretical and experimental estimation, we analyzed the results such as the amount of hardware resources, 
delay, and pipelining scheme. We used Sakurai’s alpha power law for the delay modeling. The proposed MAC showed the superior 
proper-ties to the standard design in many ways and performance twice as much as the previous research in the similar clock frequency. 
We expect that the proposed MAC can be adapted to various fields requiring high performance such as the signal processing areas. 
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1. Introduction  
 
With the recent rapid advances in multimedia and 
communication systems, real-time signal processing like 
audio signal processing, video/image processing, or large-
capacity data processing are increasingly being demanded. 
The multiplier and multiplier-and-accumulator (MAC) [1] 
are the essential elements of the digital signal processing 
such as filtering, convolution, and inner products. Most 
digital signal processing methods use nonlinear functions 
such as discrete cosine transform (DCT) [2] or discrete 
wavelet transform (DWT) [3]. Because the multiplier 
requires the longest delay among the basic operational 
blocks in digital system, the critical path is determined by 
the multiplier, in general. For high-speed multiplication, the 
modified radix-4 Booth’s algorithm (MBA) [4] is commonly 
used. However, this cannot completely solve the problem 
due to the long critical path for multiplication [5], [6]. 
 
In general, a multiplier uses Booth’s algorithm [7] and array 
of full adders (FAs), or Wallace tree [8] instead of the array 
of FAs., i.e., this multiplier mainly consists of the three parts: 
Booth encoder, a tree to compress the partial products such 
as Wallace tree, and final adder [9], [10]. The most effective 
way to increase the speed of a multiplier is to reduce the 
number of the partial products because multiplication 
proceeds a series of additions for the partial products. To 
reduce the number of calculation steps for the partial 
products, MBA algorithm has been applied mostly where 
Wallace tree has taken the role of increasing the speed to add 
the partial products.  
 
One of the most advanced types of MAC for general-purpose 
digital signal processing has been proposed by Elguibaly 
[17]. It is an architecture in which accumulation has been 

combined with the carry save adder (CSA) tree that 
compresses partial products. In the architecture proposed in 
[17], the critical path was reduced by eliminating the adder 
for accumulation and de-creasing the number of input bits in 
the final adder. While it has a better performance because of 
the reduced critical path compared to the previous MAC 
architectures, there is a need to improve the output rate due 
to the use of the final adder re-sults for accumulation. 
Architecture to merge the adder block to the accumulator 
register in the MAC operator was proposed in [18] to provide 
the possibility of using two separate /2-bit adders instead 
of one -bit adder to accumulate the -bit MAC results. 
Recently, Zicari proposed an architecture that took a merging 
technique to fully utilize the 4–2 compressor [19]. It also 
took this compressor as the basic building blocks for the 
multiplication circuit. 
 
This paper is organized as follows. In Section II, a simple 
introduction of a general MAC will be given, and the 
architecture for the proposed MAC will be described in 
Section III. In Section IV, the implementation result will be 
analyzed and the characteristic of the proposed MAC will be 
shown. Finally, the conclusion will be given in Section V. 

 
2. Overview of MAC 
 
In this section, basic MAC operation is introduced. A mul-
tiplier can be divided into three operational steps. The first is 
radix-2 Booth encoding in which a partial product is 
generated from the multiplicand ( X )  and the multiplier (Y). 
The second is adder array or partial product compression to 
add all partial products and convert them into the form of 
sum and carry. The last is the final addition in which the 
final multiplication result is produced by adding the sum and 
the carry. If the process to accumulate the multiplied results 
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is included, a MAC consists of four steps, as shown in Fig. 1, 
which shows the operational steps explicitly. 
 
General hardware architecture of this MAC is shown in Fig. 
2. It executes the multiplication operation by multiplying the 
input multiplier X and the multiplicand Y. This is added to 
the previous multiplication result Z as the accumulation step.  

 
 

 

 
Each of the two terms on the right-hand side of (5) is calculated 
independently and the final result is produced by adding the two 
results. The MAC architecture implemented by (5) is called the 
standard design [6]. 
 

3. Proposed MAC architecture 
 
In this section, the expression for the new arithmetic will be 
derived from equations of the standard design. From this result, 
VLSI architecture for the new MAC will be proposed. In addi-
tion, a hybrid-typed CSA architecture that can satisfy the oper-
ation of the proposed MAC will be proposed. 
 
 

A. Derivation of MAC Arithmetic 
 
1) Basic Concept: If an operation to multiply two TV-bit 
numbers and accumulate into a 27V-bit number is considered, 
the critical path is determined by the 27V-bit accumulation op-
eration.The overall performance of the proposed MAC is 
improved by eliminating the accumulator itself by combining it 
with the CSA function. If the accumulator has been eliminated, 
the critical path is then determined by the final adder in the 
multiplier. The basic method to improve the performance of the 
final adder is to decrease the number of input bits. In order to 
reduce this number of input bits, the multiple partial products 
are compressed into a sum and a carry by CSA. The number of 
bits of sums and carries to be transferred to the final adder is 
reduced by adding the lower bits of sums and carries in advance 
within the range in which the overall performance will not be 
degraded. A 2-bit CLA is used to add the lower bits in the CSA. 
In addition, to increase the output rate when pipelining is 
applied, the sums and carrys from the CSA are accumulated 
instead of the outputs from the final adder in the manner that the 
sum and carry from the CSA in the previous cycle are inputted 
to CSA. Due to this feedback of both sum and carry, the number 
of inputs to CSA increases, compared to the standard design and 
[17]. In order to efficiently solve the increase in the amount of 
data, a CSA architecture is modified to treat the sign bit. 
 
2) Equation Derivation: The aforementioned concept is applied 
to (5) to express the proposed MAC arithmetic. Then, the 
multiplication would be transferred to a hardware architecture 
that complies with the proposed concept in which the feedback 
Value for accumulation will be modified and expanded for the 
new MAC. If the multiplication in (4) is decomposed, it 
becomes 

 
If (6) is divided into the first partial product, sum of the 
middle partial products, and the final partial product, it can 
be reex-pressed as (7).  
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The reason for separating the partial product addition as (7) 
is that three types of data are fed back for accumulation, 
which are the sum, the carry, and the preadded results of the 
sum and carry from lower bits. Now, the proposed concept is 
applied to Z in (5). If Z is first divided into upper and lower bits 
and rearranged, (8) will be derived. The first term of the right-
hand side in (8) corresponds to the upper bits. It is the value that 
is fed back as the sum and the carry. The second term 
corresponds to the lower bits. 

 

 
 
B. Proposed MAC Architecture 
 
If the MAC process proposed in the previous section is rear-
ranged, it would be as Fig. 3, in which the MAC is organized 
into three steps. When compared with Fig. 1, it is easy to iden-
tify the difference that the accumulation has been merged into 
the process of adding the partial products. Another big differ-
ence from Fig. 1 is that the final addition process in step 3 is not 
always run even though it does not appear explicitly in Fig. 3. 
Since accumulation is carried out using the result from step 2 in-
stead of that from step 3, step 3 does not have to be run until the 
point at which the result for the final accumulation is needed. 
 
C.  Proposed CSA Architecture 
The architecture of the hybrid-type CSA that complies with the 
operation of the proposed MAC is shown in Fig. 5, which 
performs 8 x 8-bit operation. It was formed based on (12). In 
Fig. 5, Si  is to simplify the sign expansion and Ni is to com-
pensate 1's complement number into 2's complement number 
.S[i]  and C[i]  correspond to the ith bit of the feedback sum 
and carry. Z[i]  is the ith bit of the sum of the lower bits for 
each partial product that were added in advance and Z'[ i]  is the 
previous result. 
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4. Implementation and Experiment 
 
In this section, the proposed MAC is implemented and analyzed. 
Then it would be compared with some previous researches. 
 
A. Hardware Resource 
Analysis of Hardware Resource: The three layer architecture 
mentioned before is analyzed to compare the hardware 
resources and the results are given in Table II. The hardware 
resources in Table II are the results from counting all the logic 
elements for a general 16-bit architecture. The 90 nm CMOS 
HVT standard cell library from TSMC was used as the hardware 
library for the 16 bits.  As Table II shows, the standard design 
uses the most hardware resources and the proposed architecture 
uses the least. 

 
 

 

 

 
 

5. Conclusion 
 
In this paper, a new MAC architecture to execute the mul-
tiplication-accumulation operation, which is the key 
operation, for digital signal processing and multimedia 
information processing efficiently, was proposed. By 
removing the independent accumulation process that has the 
largest delay and merging it to the compression process of 
the partial products, the overall MAC performance has been 
improved almost twice as much as in the previous work. 
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