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Abstract: It is important to emphasize that getting from a collection of documents to a clustering of the collection, is not merely a 
single operation, but is more a process in multiple stages. These stages include more traditional information retrieval operations such as 
crawling, indexing, weighting, filtering etc. Some of these other processes are central to the quality and performance of most clustering 
algorithms, and it is thus necessary to consider these stages together with a given clustering algorithm to harness its true potential. We 
will give a brief overview of the clustering process, before we begin our literature study and analysis. 
  
Keywords: Clustering, Data Mining 
 
1. Introduction 
 
Clustering is a division of data into groups of similar 
objects. Each group, called cluster, consists of objects that 
are similar between themselves and dissimilar to objects of 
other groups. In other words, the goal of a good document 
cluster in scheme is to minimize intra-cluster distances 
between documents, while maximizing inter-cluster 
distances (using an appropriate distance measure between 
documents). A distance measure (or, dually, similarity 
measure) thus lies at the heart of document clustering. 
 
Clustering is the most common form of unsupervised 
learning and this is the major difference between clustering 
and classification. No super-vision means that there is no 
human expert who has assigned documents to classes. In 
clustering, it is the distribution and makeup of the data that 
will determine cluster membership. Clustering is sometimes 
erroneously referred to as automatic classification; however, 
this is inaccurate, since the clusters found are not known 
prior to processing whereas in case of classification the 
classes are pre-defined. In clustering, it is the distribution 
and the nature of data that will determine cluster 
membership, in opposition to the classification where the 
classifier learns the association between objects and classes 
from a so called training set, i.e. a set of data correctly 
labeled by hand, and then replicates the learnt behavior on 
unlabeled data. 
 
2. Literature Survey 
 
K-means is the most important flat clustering algorithm. The 
objective function of K-means is to minimize the average 
squared distance of objects from their cluster centers, where 
a cluster center is defined as the mean or centroid µ of the 
objects in a cluster C: 
 
The ideal cluster in K-means is a sphere with the centroid as 
its center of gravity. Ideally, the clusters should not overlap. 
A measure of how well the centroids represent the members 
of their clusters is the Residual Sum of Squares (RSS), the 
squared distance of each vector from its centroid summed 

over all vectors. K-means can start with selecting as initial 
clusters centers K randomly chosen objects, namely the 
seeds. It then moves the cluster centers around in space in 
order to minimize RSS. This is done iteratively by repeating 
two steps until a stopping criterion is met  
 
1) Reassigning objects to the cluster with closest centroid  
2) Recomputing each centroid based on the current 

members of its cluster.  
 
We can use one of the following termination conditions as 
stopping criterion: 
 
 A fixed number of iterations I has been completed.  
 Centroids µ do not change between iterations.  
 Terminate when RSS falls below a pre-estabilished 

threshold.  
 
2.1 Expectation Maximization 
 
The EM algorithm fall within a subcategory of the flat 
clustering algorithms, called Model-based clustering. The 
model-based clustering assumes that data were generated by 
a model and then tries to recover the original model from the 
data. This model then defines clusters and the cluster 
membership of data. The EM algorithm is a generalization 
of K-Means algorithm in which the set of K centroids as the 
model that generate the data. It alternates between an 
expectation step, corresponding to reassignment, and a 
maximization step, corresponding to recomputation of the 
parameters of the model. 
  
2.2 Hierarchical Clustering 
 
Hierarchical clustering approaches attempt to create a 
hierarchical decomposition of the given document collection 
thus achieving a hierarchical structure. Hierarchical methods 
are usually classified into Agglomerative and Divisive 
methods depending on how the hierarchy is constructed. 
 
Agglomerative methods start with an initial clustering of the 
term space, where all documents are considered representing 
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a separate cluster. The closest clusters using a given inter-
cluster similarity measures a r e then merged continuously 
until only 1 cluster or a predefined number of clusters 
remain. Simple Agglomerative Clustering Algorithm: 
 
1) Compute the similarity between all pairs of clusters i.e. 

calculates a similarity matrix whose ij entry gives the 
similarity between the i and j clusters. 

2) Merge the most similar (closest) two clusters.  
3) Update the similarity matrix to reflect the pair wise 

similarity between the new cluster and the original 
clusters.  

4) Repeat steps 2 and 3 until only a single cluster remains.  
 
Divisive clustering algorithms start with a single cluster 
containing all documents. It then continuously divides 
clusters until all documents are contained in their own 
cluster or a predefined number of clusters are found. 
Agglomerative algorithms are usually classified according to 
the inter-cluster similarity measure they use. The most 
popular of these are single-link, complete-link and group 
average. In the single link method, the distance between 
clusters is the minimum distance between any pair of 
elements drawn from these clusters (one from each), in the 
complete link it is the maximum distance and in the average 
link it is correspondingly an average distance. 
 
2.3 Other Algorithms 
 
There are only a few studies reporting the use of clustering 
algorithms in the Computer Forensics field. Essentially, 
most of the studies describe the use of classic algorithms for 
clustering data—e.g., Expectation- 
 
Maximization (EM) for unsupervised learning of Gaussian 
Mixture Models, K-means, Fuzzy C-means (FCM), and 
Self-Organizing Maps (SOM). These algorithms have well-
known properties and are widely used in practice. For 
instance, K-means and FCM can be seen as particular cases 
of EM [8]. Algorithms like SOM [24], in their turn, 
generally have inductive biases similar to K-means, but are 
usually less computationally efficient.  In [6], SOM-based 
algorithms were used for clustering files with the aim of 
making the decision-making process performed by the 
examiners more efficient. The files were clustered by taking 
into account their creation dates/times and their extensions. 
This kind of algorithm has also been used in [20] in order to 
cluster the results from keyword searches. The underlying 
assumption is that the clustered results can increase the 
information retrieval efficiency, because it would not be 
necessary to review all the documents found by the user 
anymore. An integrated environment for mining e-mails for 
forensic analysis, using classification and clustering 
algorithms, was presented in [21]. In a related application 
domain, e-mails are grouped by using lexical, syntactic, 
structural, and domain-specific features [10]. Three 
clustering algorithms (K-means, Bisecting K-means and 
EM) were used. The problem of clustering e-mails for 
forensic analysis was also addressed in [23], where a Kernel-
based variant of K-means was applied. The obtained results 
were analyzed subjectively, and the authors concluded that 
they are interesting and useful from an investigation 

perspective. More recently [14], a FCM-based method for 
mining association rules from forensic data was described. 
 
The literature on Computer Forensics only reports the use of 
algorithms that assume that the number of clusters is known 
and fixed apriori by the user. Aimed at relaxing this 
assumption, which is often unrealistic in practical 
applications, a common approach in other domains involves 
estimating the number of clusters from data. Essentially, one 
induces different data partitions (with different numbers of 
clusters) and then assesses them with a relative validity 
index in order to estimate the best value for the number of 
clusters [7], [3], [19]. This work makes use of such methods, 
thus potentially facilitating the work of the expert 
examiner—who in practice would hardly know the number 
of clusters apriori. 
 
3. Conclusion  
 
In this paper we investigated many existing algorithms. We 
conclude that it is hardly possible to get a general algorithm, 
which can work the best in clustering all types of datasets. 
Thus we plan to implement two algorithms which can work 
well. Thus, these algorithms can be very effective in 
applications like a search engine for a particular field. 
Finally we would conclude that though many algorithms 
have been proposed for clustering but still an open problem. 
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