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Abstract: Real-time systems are systems that are time dependent. The time dependency nature of these systems compared to conventional operating systems such as the Unix time sharing multiuser and multitasking systems and its variants, single user and multitasking Microsoft windows systems and single user and single task palm and handheld device systems has given rise to several techniques in the management of computer resources. Scheduling is that all-important functionality of the operating system that ensures Operating system’s and computer’s resources are managed in such a way as to ensure none of the competing processes is starved of such resources at any given point in time. In real time system, scheduling is affected using certain criteria that ensure processes complete their various tasks at a predetermined stipulated time of completion. The scheduling techniques depend on the two basic types of the existing real time systems; Hard and Soft Real-Time System. The pre-determined time of completion of tasks must be met in Hard Real Time Systems otherwise the resultant effect can be disastrous. Tasks in Real Systems that fail to complete within the pre-determined completion time are tolerable but not often desirable. In these two known types of Real-Time System, pre-emption and multitasking techniques are often used. In this study, a critical analysis of these scheduling techniques and their performance (strengths and weaknesses) in existing systems will be carried out and highlighted. The various scheduling techniques and their associated parameters are examined and analysed. In addition, a survey of known scheduling techniques in real time systems and approaches used by the different techniques are presented.

Keywords: scheduler, pre-emptive, tasks, hard, soft, critical.

1. Introduction

A real-time system is one whose correctness is based on both the correctness of the outputs and their timeliness [1], as a computation output of a real time system after the allocated time of execution (deadline) is of no value and could be catastrophic. Scheduling could be defined as the process of assigning computer and operating systems’ resources to a set of tasks or processes on a given system in accordance to predetermined rules on a given system. In the conventional operating systems environment where tasks are not being subjected to a pre-determined (deadlines) completion time, scheduling is less complex. In real-time systems, scheduling is the most important task and the selection of an appropriate task scheduling algorithm is central to its proper functioning [2]. The selection of an appropriate scheduling algorithm in meeting the time constraints of task is the basic technique employed by a real-time system. The objective of a real-time task scheduler is to guarantee the deadline of tasks in the system as much as possible. Mostly all the real-time systems in existence use pre-emption and multitasking [3]. Generally, tasks in real-time systems are classified as real-time tasks and possess certain degree of urgency and as such mission-criticality. The urgency and mission-critical nature of real-time tasks depend on the results of their execution and could be classified into the following two classes: hard and soft. A hard real-time task must meet its deadline to avoid disaster or damage while a soft real-time task equally has an associated deadline that is not mandatory but essentially could be allowed to complete for a desirable result even if the deadline is missed. A real time system is expected to change its state in real time even after the controlling processor has stopped its execution [4]. A deadline is defined as the bound in which real time applications are needed to respond to the change of event in their environment.

2. Related Works

The recent advances in embedded systems the past decades have resulted in several researches in the field of real-time systems and real-time operating systems. An embedded system has been described as a typical example of real-time systems and a system within a larger system. An embedded system is a combination of hardware and software and perhaps a mechanical part to perform certain function [5]. Such system sits are being controlled by Real-Time Operating System. A Real-Time Operating system (RTOS) and the Real-Time Scheduler are the basic components of an embedded system which offers an easy design and expansion of real-time applications. Most embedded systems also have real-time requirements demanding the use of Real-Time Operating systems capable of meeting the embedded system requirements [5].

Khera and Kakkar in [4], carried out a comparative study of scheduling algorithms for real time environment. In the study, the various scheduling techniques based on different parameters were classified and the techniques used for scheduling in real time environment were analysed and comparison between different techniques also presented. Kaladevi and Sathiyaabam [3] compared scheduling algorithms for real-time tasks and stated that Real-time systems have well defined, fixed time constraints i.e., processing must be completed within the defined constraints otherwise the system will fail. In their paper, real-time scheduling techniques were classified into two categories: Static and Dynamic. Static algorithms assign priorities at design time and all assigned priorities remain constant for
the lifetime of a task. Dynamic algorithms assign priorities at runtime, based on execution parameters of tasks which could be either with static priority or dynamic priority. A research into priority based round robin scheduling algorithm for real time systems was carried out by Rajput and Gupta [6] with the main objective of developing a new approach for round robin CPU scheduling algorithm which improves the performance of CPU in Real Time Operating System. They also presented a comparative analysis of the proposed algorithm with existing round robin scheduling algorithms on the basis of varying time quantum, average waiting time, average turnaround time and number of context switches and concluded that the proposed algorithm is more efficient than the simple round robin in the context of the stated metrics [6]. Larsson and Hargaud [7] researched into two RTOS, namely RTLinux and Chimera. The comparative study of scheduling techniques of these two systems with emphasis on their scheduling methods was carried out. It was concluded that the two real time operating systems are very different in many regards, mainly flexibility; the modularity and customizability of RTLinux, together with its ability to cooperate with regular Linux, makes it a generalist system that can be used in almost any situation whereas Chimera is more limited but probably also more efficient” [7]. Nandanwar and U. Shrawanka [8] proposed an adaptive algorithm for scheduling of hard real time system with single processor and pre-emptive task sets and introduced the concept of EDF, ACO and FPZL and combined this approach to get the algorithm. The advantage of the proposed algorithm is it will automatically switch between the algorithm and overcome the limitation of existing algorithms. The adaptive algorithm is very useful when future workload of the system is unpredictable [8]. In all the above cited works, the researchers laid emphasis on the techniques of the various existing real-time schedulers. There are some advantages of these techniques and performance gain of some real-time applications that make use of them and depend on the urgency and mission critical nature of the applications.

3. Real Time Systems

Real-Time systems have been defined in several literatures in different ways and the core objective of these definitions present a real-time system as a system with timeliness with correctness of logical results in/of the execution or its tasks; have deadlines for completion. According to Jane [9], real-time systems are those systems in which the correctness of the system does not depend only on the logical results of computations but also on the time at which the results are produced. Laplante in [10] defined a real-time system as one whose correctness involves both the logical correctness of the outputs and their timeliness. Barr[11] also defined a real-time system as computer system that has timing constraints and is partly specified in terms of its ability to make certain calculations or decisions in a timely manner. There are two basic types of real-time system and its classification depends on their timeliness and capacity of producing outputs before their deadlines; hard and soft real-time systems. In hard real-time systems, deadline must be met otherwise a system failure that may lead to system degradation or catastrophe. On the other hand, a soft real-time system has a non-mandatory associated deadline that could be missed and such tasks are allowed to complete as outputs could still be useful. Tasks in real-time systems could be aperiodic or periodic. Aperiodic tasks are those that have time constraints (start/Stop) or both (start and stop). Periodic tasks are stated to execute within a time period (i.e. every $T$ secs). The main operating system for real-time systems (such as embedded systems) is the Real-Time Operating System (RTOS). An RTOS differs from common Operating Systems (i.e. Single-user and single task, single-user and Multitasking and Multi-user), in that the user when using the former has the ability to directly access the microprocessor and peripherals and such ability of RTOS helps to meet deadlines [12]. The Kernel is the core component of all operating systems and provides task scheduling, dispatching and inter-process communication. However, the Kernel perform differently in these operating systems as different techniques and criteria are used in the selection of tasks to run, dispatch and perform error recovery functions. Desirable features of a real-time operating system are [12]: ability to schedule tasks and meet deadlines, ease of incorporating external hardware, recovery from errors, fast switching among tasks, small size and small overheads. The short-term scheduler is the core of a real-time system, fairness and minimising average response time are not the only paramount characteristics of real-time systems but equally important is the fact that all hard real-time tasks complete (or start) by their deadline and that as many as possible soft real-time tasks also complete (or start) by their deadlines [13].

3.1 Real-Time Scheduling

There are two approaches to scheduling techniques in real-time systems; Static and dynamic algorithm approaches. The static approach assigns priority to tasks at design time and requires pre-knowledge of the characteristics of the tasks whereas the dynamic algorithm approach assigns priority at run-time with a greater run-time cost compared with the static approach [14]. The appropriateness or suitability of the algorithm for a real-time system is a matter of choice for the developers and equally depends on the type of real-time system. Certainly in safety critical systems it is reasonable to argue that no event should be unpredicted and that schedulability should be guaranteed before execution and this implies the use of static scheduling algorithm while dynamic approaches are particularly appropriate to soft systems; could form part of an error recovery procedure for missed hard deadlines and could be used if the application’s requirements fail to provide a worst case upper limit (for example the number of planes in an air traffic control area) [15]. Mohammadi and Akl [16] classified scheduling techniques in uniprocessor real-time systems into two subsets; offline scheduling algorithms and online scheduling algorithms. A scheduler is static and offline if all scheduling decisions are made prior to the running of the system. A table is generated that contains all the scheduling decisions for use during run-time and relies completely upon a priori knowledge of process behaviour[15]. Off-line scheduling algorithms (Pre-run-time scheduling) generate scheduling information prior to system execution and the information is then utilized by the system during runtime [16]. Fohler, Lenvall and Buttazzo [17] provided examples of an Earliest Deadline First (EDF) and the off-line algorithm in their research into real-time scheduling techniques. Online
scheduling algorithm makes scheduling decisions at run-time state of the system and can be either static or dynamic which is based on both process characteristics and the current state of the system in runtime [16].

3.1.1 Static Table-Driven Approach
A Static Table Driven scheduling technique takes all scheduling decisions before the running of the system, generating a table for use during run-time with a total reliance on its pre-knowledge of the process behaviour. A typical pattern in scheduling algorithms is to determine whether a schedule is produced by a schedulability analysis that may result into tasks being dispatched at run-time. A proven example of an offline scheduling that produces a schedule is the table-driven approach. The priority-based approach is also an example of offline scheduling where no explicit schedule is constructed at run time, tasks are executed in a highest-priority-first basis and are much more flexible and accommodating than table-driven approaches [18]. The Static Table-Driven scheduler is often used to implement periodic tasks with requirements such as; periodic arrival time, finishing deadline, execution time and the priority for each task. The scheduler attempts to develop a schedule that enables it to meet the requirements of all the periodic tasks [13]. Although a table-driven scheduler is inflexible as any change in a periodic task's requirements would necessitate the entire schedule process to be redone, it is a predictable approach that guarantees system performance. A typical example of such techniques exist for tasks that have simple characteristics and the Earliest-Deadline-First (EDF) or the Shortest-Period-First (SPF) technique are usually used to construct such static tables with required parameters known a priori.

3.1.2 Static Priority- Preemptive Approach
As earlier stated in section 3.1, scheduling decisions by online schedulers are taken at run-time and can either be static or dynamic and are determined not only by the characteristics of the tasks but also by the current state of the system. The preemptive scheduler can arbitrarily suspend the execution of a currently running process and restart it after the completion of the preempting process as a result of the latter’s higher priority without altering the behaviour of the preempted process. Preemption normally occurs when a higher priority process becomes runnable and its major effects are increasing the elapsed time of the preempted process and that such a process may be suspended involuntarily [15]. Unlike the conventional non-real time systems that implement a priority driven preemptive scheduling method of assigning priority to processes based on whether the process is processor bound or Input/Output bound, assignment of priority in a real-time system is related to the time constraints associated with each task. Rate Monotonic scheduling Algorithm is an example of a priority driven algorithm with static priority assignment, in the sense that the priorities of all requests are known before their arrival, the priorities for each task being the same and known a-priori (they are determined only by the period of task) [19]. In the RMA, each task is assigned a (unique) priority based on its period (completion time); the shorter the period, the higher the priority. The RMA assignment is optimal under preemptive priority-based scheduling. An optimal scheduler is able to produce a feasible schedule for all feasible process sets conforming to a given precondition [15]. Liu and Layland [21] also analysed Earliest-Deadline-First (EDF), a dynamic priority-assignment algorithm as an example of Static Preemptive Approach for real-time schedulers: the closer a task’s deadline, the higher its priority. This again is an intuitive priority assignment policy [21]. It is worthy to state that when a task has completion deadlines, a preemptive strategy will be most appropriate. The real-time scheduling algorithm is represented schematically in figure 1.0 below. The real-time scheduling algorithm is represented schematically in figure 1.0 below.

![Figure 1: Schematic Representation of Scheduling Algorithm (Adapted from [17])](image-url)
preemptive approach) has been shown to produce optimal schedules for periodic and non-periodic (aperiodic) tasks. With an overloaded system, it has been established that EDF approach leads to dramatically poor performance [23]. Although the application of EDF to non-preemptive tasks has not been given pre-eminence by researchers, it is fast gaining research interests.

3.1.4 Dynamic Priority Planning Based Approach
The dynamic planning-based approaches provide the flexibility of dynamic approaches with some of the predictability of approaches that check for feasibility [24]. In this approach, the execution of a newly arrived task does not commence immediately, rather an attempt is made to create a schedule that contains the previously guaranteed task, and the new task before execution commences. If the attempt in creating a schedule fails and made sufficiently ahead of the deadline, then there will be ample time alternative actions for such tasks and the revision of the schedule to accommodate the new task. In effect, an arriving task is accepted for execution if it is feasible to meet its time constraints and the result of the feasibility analysis is a schedule or plan that is used to decide when to dispatch such task [13]. The Dynamic Planning-based scheduling approach dynamically performs feasibility checks for tasks when selected for execution. A task is guaranteed by constructing a plan for task execution whereby all guaranteed tasks meet their timing constraints, subject to a set of assumptions if these assumptions hold, once a task is guaranteed it will meet its timing requirements [24]. In general there are three steps involved in dynamic planning approach and are stated as follows; feasibility or schedulability analysis, schedule creation and dispatching. These steps could be implemented separately or jointly depending on the requirements of the system. In some cases there are no distinguishable delineation between the three steps. Feasibility or schedulability analysis determines whether the timing requirements (constraints) of a set of jobs at run-time can be satisfied usually under a given set of resource requirements and precedence constraints [25]. Schedule construction is the process of ordering the jobs to be executed and storing this in a form that can be used by the dispatching step, and this approach is a direct consequence of the feasibility analysis [25].

3.1.5 Dynamic Best Effort Approach
In this approach, the scheduler does not carry out any feasibility or schedulability check on new tasks that arrive in the system; by implication all tasks are admitted into the system upon their arrival and the scheduler tries its best to ensure execution and therefore, there’s no guarantee of task’s execution. The dynamic best effort approach uses the deadlines associated with tasks to set their priorities and a task could be preempted anytime during execution and therefore, it is until the deadline arrvies or the task finishes execution one can know whether actually a timing constraint had been met or not [26]. The implementation technique of the dynamic best effort approach looks similar to those of priority based schedulers in non-real time systems except in the method used in assigning priorities. In dynamic best effort approaches two queues are maintained: a ready queue and a wait queue [27]. While the ready queue is sorted in priority order, tasks waiting for non-processor resources are placed in the wait queue [27]. After the completion of a task, the ready queue is re-adjusted (re-computation) based on the arrival of another task from the wait queue depending on its priority level. A currently executing task could be preempted if the task from the wait queue has a higher priority than the currently running task. Thus, the task priorities must be recomputed each time a new task enters the ready queue and the ready queue must be re-ordered based on the newly computed priorities [27].

4. Conclusion
In this paper, we present the various existing approaches to scheduling in real-time systems and real-time applications. The static table-driven approach, static priority-driven preemptive approach, static priority non-preemptive approach, dynamic planning based approach and the dynamic best-effort approach are presented. Examples of existing schedulers based on these approaches have been provided and elucidated. Generally, real-time systems have found tremendous usage in systems such as command and control systems, industrial process control systems, Space Shuttle Avionics, flight control systems and some home based systems such as micro waves and robotics. Knowledge of these systems’ behaviour in real-time are presumed to be available a priori and as such their inflexibility and high cost because they are based on the static technique in their development. It is proposed that future systems should take into cognizance the importance of developing systems that are dynamically based, more predictable, flexible and more independent.
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