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Abstract: English Character Recognition techniques have been studied extensively in the last few years and its progress and success 
rate is quite high. But for regional languages these are still emerging and their success rate is moderate. There are millions of people 
who speak Hindi and use Devnagari script for writing. As digital documentation in Devnagari script is gaining popularity. Research in 
Optical Character Recognition (OCR) is very essential especially with an eye on its applications in banks, post offices, defense 
organizations, library automation, etc. Devnagari Optical Character Recognition needs more attention as it is national language and 
there is less development in this field due to complexity in the script. This paper describes the current techniques being used for DOCR. 
The overview of the system is explained with the available techniques and their current status.  
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1. Introduction 
 
Optical Character Recognition is a process by which we 
convert printed or scanned document to ASCII character 
that a computer can recognize. Recognition of handwritten 
character is a challenging problem since there is a 
variation in same character due to different font size and 
different types of noises. Optical Character Recognition is 
a technique that works on the system based on how data is 
collected and processed leading to reorganization of 
characters in the text. All these systems can be classified in 
two categories: (i) Systems classified according to the data 
acquisition techniques, i.e. Online or Offline. (ii) Systems 
classified according to the text type i.e. print- written or 
hand-written. The main objective of DOCR system is to 
recognize Devnagari characters which are in the form of 
digital image. This is done by searching a match between 
the features extracted from the given character’s image and 
the library of image models. The library helps in 
distinction of features between the character images. This 
eliminates the confusion for correct character recognition. 

 

2. Features of Devnagari Script 
 
Devanagri script is the most popular in all the Indian 
scripts. The languages of India are phonetic in nature and 
hence the writing system for any language maps the 
sounds of the aksharas to specific shapes. The basic set of 
aksharas for most languages consist of 13 vowels and 
about 33 consonants along with 14 vowel extensions. 
These Vowels and Consonants are called as Basic 
Characters. Vowels can be written as independent letters, 
or by using a variety of diacritical marks called hallant 
which are written above, below, before or after the 
consonant they belong to. When vowels are written in this 
way they are known as modifiers and the characters so 
formed are called conjuncts. When a vowel follows a 
consonant, it is written in its respective maatraa form, 
which is appended to the consonant. Sometimes two or 
more consonants can combine and take new shapes. These 
new shape clusters are known as compound characters. A 

sample of Devnagari character set is provided in figure 1 
to 6 [1]. 
 

 
Figure 1: Vowels and Corresponding Modifiers 

 

 
Figure 2: Consonants 

 

 
Figure 3: Half Form of Consonants with Vertical Bar 

 

 
Figure 4: Some Special Combination of Half-Consonant 

and Consonant 
 

 
Figure 6: Special Symbols 

 
A consonant or vowel following a consonant sometimes 
takes a compound orthographic shape, which we call as 
compound character. Compound characters can be 
combinations of two consonants as well as a consonant 
and a vowel. Compounding of three or four characters also 
exists in the script. There are about 280 compound 
characters in Devnagari [9]. Hindi has a punctuation sign, 
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These are the operations performed in the last two stages 
to produce the pre-processed image suitable for 
segmentation. 
 

5. Segmentation 
 
Segmentation is one of the most important phases of 
DOCR system. Segmentation subdivides an image into its 
constituent regions or objects which are certainly 
characters. This is needed because classifier recognizes 
these characters only. The process of segmentation mainly 
follows the following pattern: 
 
1) Identify the text lines in the page. 
2) Identify the words in individual line. 
3) Finally identify individual character in each word. 
 
Histogram based technique is one technique used for 
segmentation of lines and words [1]. Once words are 
segmented from lines, head line is located and removed. 
After that word is divided into three horizontal parts 
known as upper zone, middle zone and lower zone. 
Individual characters are separated from each zone by 
applying vertical scanning. 
 

 
Figure 9: Segmentation of Images 

 

6. Character Feature Extraction 
 
Next step is extracting features from the segmented 
characters and to distinguish it from other characters by 
comparing it with already stored patterns of all characters 
in the library. The selection of appropriate feature 
extraction method is probably the single most important 
factor in achieving high recognition performance. Several 
methods of feature extraction for character recognition 
have been reported so far. Various feature extraction 
methods are classified in three major groups:  
 
6.1 Global Transformation and Series Expansion  
 
It includes few methods like Fourier Transforms, Wavelets 
and Moments [6]. 
 
6.2 Geometrical and Topological Features 
 
It includes various methods like Extracting and Counting 
Topological Structures [4] [7], Measuring and 
Approximating the Geometrical Properties [7-8] and 
coding [8-9]. Various other techniques have also been used 
by various researchers few among them are briefly 
described below: 
 
6.3 Shadow Features of Character 
 
For computing shadow features [10], the rectangular 
boundary enclosing the character image is divided into 

eight octants, for each octant shadow of character segment 
is computed on two perpendicular sides so a total of 24 
shadow features are obtained. Shadow is basically the 
length of the projection on the sides. [3]. 
 
6.4 Chain Code Histogram of Character Contour 
 
For a scaled binary image, first the contour points of the 
character image are located. If any of the 4-connected 
neighbor points is a background point then the background 
point, is considered as contour point [3]. 
 
6.5 View based features  
 
This feature extraction method examines four “views” of 
each character extracting from them a characteristic vector, 
which describes the given character. The view is a set of 
points that plot one of four projections of the object (top, 
bottom, left and right) – it consists of pixels belonging to 
the contour of the character and having extreme values of 
one of its coordinates [3]. 
 
6.6 Diagonal feature extraction scheme 
 
This scheme is used in [2] where every character image of 
size 90x 60 pixels is divided into 54 equal zones, each of 
size 10x10 pixels. The features are extracted from each 
zone pixels by moving along the diagonals of its respective 
10x10 pixels. 
 

7. Character Classification 
 
DOCR classification techniques can be classified as 
follows. 
 
1. Template Matching.  
2. Statistical Techniques.  
3. Neural Networks.  
4. Support Vector Machine (SVM) algorithms.  
5. Combination classifier. 
 
The above approaches are neither necessarily independent 
nor disjoint from each other. Occasionally, a CR technique 
in one approach can also be considered to be a member of 
other approaches 
 
7.1 Template Matching 
 
This is the simplest way of character recognition, based on 
matching the stored prototypes against the character or 
word to be recognized. The matching operation determines 
the degree of similarity between two vectors (group of 
pixels, shapes, curvature etc.) A gray-level or binary input 
character is compared to a standard set of stored 
prototypes. The recognition rate of this method is very 
sensitive to noise and image deformation. For improved 
classification Deformable Templates and Elastic Matching 
are used [6].  
 
7.2 Statistical Techniques 
 
Statistical decision theory is concerned with statistical 
decision functions and a set of optimality criteria, which 
maximizes the probability of the observed pattern given 
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the model of a certain class. The major statistical methods, 
applied in the OCR field are Nearest Neighbor (NN) [11-
12], Hidden Markov Modeling (HMM) [8], Fuzzy Set 
Reasoning [14], Quadratic classifier [15].  
 
7.3 Neural Networks Techniques 
 
Character classification problem is related to heuristic 
logic as human beings can recognize characters and 
documents by their learning and experience. Hence neural 
networks which are more or less heuristic in nature are 
extremely suitable for this kind of problem. Various types 
of neural networks are used for OCR classification. 
 
A neural network is a computing architecture that consists 
of massively parallel interconnection of adaptive 'neural' 
processors. Because of its parallel nature, it can perform 
computations at a higher rate compared to the classical 
techniques. Because of its adaptive nature, it can adapt to 
changes in the data and learn the characteristics of input 
signal. Output from one node is fed to another one in the 
network and the final decision depends on the complex 
interaction of all nodes. 
 
Several approaches exist for training of neural networks 
viz. error correction, Boltzman, Hebbian and competitive 
learning. They cover binary and continuous valued input, 
as well as supervised and unsupervised learning. 
 
Neural network architectures can be classified as, feed-
forward and feedback (recurrent) networks. The most 
common neural networks used in the OCR systems are the 
multilayer perceptron (MLP) of the feed forward networks 
and the Kohonen's Self Organizing Map (SOM) of the 
feedback networks. MLP is proposed by U. Bhattacharya 
et al. [11-12]. K. Y. Rajput et al. [16] used back 
propagation type NN classifier. Genetic algorithm based 
feature selection and classification along with fusion of 
NN and Fuzzy logic is reported in English [8] but no any 
work is reported for Indian languages.  
 
7.4 Support Vector Machine Classifier 
 
It is primarily a two-class classifier. Width of the margin 
between the classes is the optimization criterion, i.e. empty 
area around the decision boundary defined by the distance 
to the nearest training patterns. These patterns, called 
support vectors, finally define the classification function. 
Their number is minimized by maximizing the margin. 
The support vectors replace the prototypes with the main 
difference between SVM and traditional template 
matching techniques is that they characterize the classes 
by a decision boundary. Moreover, this decision boundary 
is not just defined by the minimum distance function, but 
by a more general possibly nonlinear, combination of these 
distances. 
 
7.5 Combination Classifier 
 
Various classification methods have their own 
superiorities and weaknesses. Hence many times multiple 
classifiers are combined together to solve a given 
classification problem. Different classifiers trained on the 
same data may not only differ in their global 

performances, but they also may show strong local 
differences. Each classifier may have its own region in the 
feature space where it performs the best. Some classifiers 
such as neural networks show different results with 
different initializations due to the randomness inherent in 
the training procedure. Instead of selecting the best 
network and discarding the others, one can combine 
various networks, thereby taking advantage of all the 
attempts to learn from the data.  
 

8. Comparative Analyses of Different 
Approaches 
 
Various methods proposed by many researchers have 
achieved different levels of success and accuracy rates 
depending upon the technique used. Based upon numeral 
results by various researchers  
 

Table 1: Comparison of Numeral Results by Researchers 
S.N. Method proposed by 

 
Data size Accuracy 

obtained 
1 R. Bajaj et al. [9]  400 89.6% 
2 R. J. Ramteke et 

al. [6]  
169 92.28% 

3 U. Bhattacharya 
et al. [18]  

16273 95.64% 

4 N. Sharma et al. 
[15]  

22,556 98.86% 

 
Based on character results, Kumar and Singh [19] obtained 
80% accuracy with 200 data size and N. Sharma et al. [15] 
80.36% with 11270. 
 

9. Conclusion and Future Work 
 
This paper has concentrated on an appreciation of 
principles and methods. Current research employs models 
not only of characters, but also words and phrases, and 
even entire documents. In order to have high reliability in 
character recognition, segmentation and classification have 
to be treated in an integrated manner to obtain more 
accuracy in complex cases. Present work has not attempted 
to compare the effectiveness of various algorithms. It 
would be difficult to assess techniques separate from the 
systems for which they were developed 
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