An Existential Review of Word Sense Disambiguation Approaches
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Abstract: Word sense disambiguation (WSD) is the process of automatically clarifying the meaning of a word in its context. Various issues like scalability, ambiguity, diversity and evaluation pose great challenges to WSD solutions. The aim of this report is to develop a WSD technique which can easily handle all these issues with better performance and accuracy. The future work would include experimenting with different variations of the approach. This paper will provide users with general knowledge for choosing WSD algorithms for their specific applications or for further adaptation.
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1. Natural language processing (NLP)

NLP is a field of computer science, artificial intelligence and linguistics concerned with the interactions between computer and human languages. NLP is also being developed to create human readable text and to translate between one human language and another. The ultimate goal of NLP is to build software that will analyze, understand and generate human languages naturally, enabling communication with a computer as if it were a human. It is motivated by its use in many crucial applications such as Information retrieval, Information extraction, Machine Translation, Part of Speech tagging, Automatic Summarization, Natural language generation, Parsing, Optical Recognition and Question Answering.

2. Word sense disambiguation

Word sense disambiguation is the process of automatically figuring out the intended meaning of such a word when used in a sentence [7]. Words can have different senses. Some words have multiple meanings. This is called Polysemy. Word sense disambiguation is the process of finding the correct sense of a word depending on its context. For example word “bank” can mean “a financial institution”, “landform”, “supply” etc. The actual meaning is determined by the context. Word sense disambiguation techniques are often divided into two categories: supervised word sense disambiguation and unsupervised word sense disambiguation. Supervised word sense disambiguation relies on a sense-tagged corpus and uses information from the corpus to perform disambiguation. In contrast, unsupervised word sense disambiguation does not need sense-tagged corpus. It usually relies on a machine-readable dictionary [8].

3. Approaches of WSD

3.1 Deep approaches:

It presumes access to a comprehensive body of world knowledge. Knowledge such as “you can go fishing for a type of fish, but not for low frequency sounds” and “songs have low frequency sounds as parts, but not types of fish” is then used to determine in which sense the word is used. These approaches are not very successful in practice, mainly because we don’t have access to such a body of knowledge, except in very limited domains. But if such knowledge did exist, they would be much better than the shallow approaches [3].

3.2 Shallow approaches:

In this we don’t try to understand the text. They just consider the surrounding words, using information like “if ‘bass’ has words ‘sea’ or ‘fishing’ nearby, it probably is in the fish sense; if ‘bass’ has the words ‘music’ or ‘song’ nearby, it is probably in the music sense.” There are different types of shallow approaches to WSD [3]:

3.2.1 Dictionary-Bases approaches:

These rely primarily on dictionaries, thesauri, and lexical knowledge bases, without using any corpus evidence. A thesaurus is a reference work that lists words grouped together according to similarity of meaning (containing synonyms and sometimes antonyms) , in contrast to a dictionary, which contains definitions and pronunciations. In dictionary each word may have multiple meanings. Some dictionaries include each separate meaning in the order of most common usage while others list definitions in historical order, with the oldest usage first.
3.2.2 Machine Learning Approaches:

It can be further divided as:

a) Supervised methods [3]:

It is based on labeled training set. It makes use of training data that typically consists of a large set of example sentences of the ambiguous word, where each occurrence of the ambiguous word is tagged by a human with the sense in which the word is used. A set of rules is then automatically learned from this data that specify, for example, that if the words “dog” and “bark” both appear in a sentence and the word “tree” does not, then “bark” means a “dog’s call”. Using such rules, this approach can then disambiguate words occurring in new pieces of text.

b) Unsupervised methods [3]:

Unsupervised approaches on the other hand forgo the use of such data, and thereby avoid all the problems associated with the supervised approaches. Instead of hand–tagged data, these approaches typically make use of other sources of information. For example, the Lesk Algorithm uses the information contained in a dictionary to perform word sense disambiguation [6]. This algorithm is based on the intuition that words that co–occur in a sentence are being used to refer to the same topic, and that topically related senses of words are defined in a dictionary using the same words [5].

4. Conclusion

Word sense disambiguation is a key problem to address in many applications in the areas of Natural Language Processing, Information Retrieval and others. The various techniques identify the meaning of sentence like human brain. It disambiguates ambiguous words based on object on which sentence is written as in above example. The more examples must be taken so that its accuracy can be tested for different words. Further, we can improve the earlier proposed solutions, if possible and explore other approaches.
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