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Abstract: Data mining extracts novel and useful knowledge from large repositories of data and has become an effective analysis and decision means in corporation in many information processing tasks, labels are usually expensive and the unlabeled data points are abundant. To reduce the cost of collecting labels, it is crucial to predict which unlabeled examples are the most informative, i.e., improve the classifier the most if they were labeled. Many active learning techniques have been proposed for text categorization, such as SVM Active and Transductive Experimental Design. However, most of previous approaches try to discover the discriminant structure of the data space, whereas the geometrical structure is not well respected. By minimizing the expected error with respect to the optimal classifier, they can select the most representative and discriminative data points for labeling. Experimental results on text categorization have demonstrated the effectiveness of proposed approach.
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1. Introduction

The active learning techniques have been used for text categorization. Normally, in information processing task, main task is collecting the labels, but collecting labels are very expensive at the same time many unlabeled data points are there. To reduce the cost of collecting the labels unlabeled data points are more informative [7]. So we have to give the more concentration in unlabeled data points [4]. Most of previous approaches try to discover the structure of the data space, whereas the geometrical structure is not well respected. To propose a novel active learning algorithm, this is performed in the data manifold adaptive kernel space. The manifold adaptive kernel space reflects the underlying geometry of the data [9].

2. Literature Survey

2.1 Manifold Regularization

We propose a family of learning algorithms based on a new form of regularization that allows us to exploit the geometry of the marginal distribution. We focus on a semi-supervised framework that incorporates labeled and unlabeled data in a general-purpose learner. Some transductive graph learning algorithms and standard methods including support vector machines and regularized least squares can be obtained as special cases. We use properties of reproducing kernel Hilbert spaces to prove new Representer theorems that provide theoretical basis for the algorithms. As a result (in contrast to purely graph-based approaches) we obtain a natural out-of-sample extension to novel examples and so are able to handle both transductive and truly semi supervised settings. We present experimental evidence suggesting that our semi-supervised algorithms are able to use unlabelled data effectively. Finally we have a brief discussion of unsupervised and fully supervised learning within our general framework.

2.2 Spectral Regression

It considers the problem of document indexing and representation. Recently, Locality Preserving Indexing (LPI) was proposed for learning a compact document subspace. Different from Latent Semantic Indexing (LSI) which is optimal in the sense of global Euclidean structure, LPI is optimal in the sense of local manifold structure. However, LPI is not efficient in time and memory which makes it difficult to be applied to very large data set. Specifically, the computation of LPI involves eigen-decompositions of two dense matrices which is expensive. In this paper, we propose a new algorithm called Regularized Locality Preserving Indexing (RLPI). Benefit from recent progresses on spectral graph analysis, we cast the original LPI algorithm into a regression framework which enable us to avoid eigen-decomposition of dense matrices. Also, with the regression based framework, different kinds of regularizers can be naturally incorporated into our algorithm which makes it more flexible. Extensive experimental results show that RLPI obtains similar or better results comparing to LPI and it is significantly faster, which makes it an efficient and effective data preprocessing method for large scale text clustering, classification and retrieval.

2.3 Modeling Hidden Topics on Document Manifold

Topic modeling has been a key problem for document analysis. One of the canonical approaches for topic modeling is Probabilistic Latent Semantic Indexing, which maximizes the joint probability of documents and terms in the corpus. The major disadvantage of PLSI is that it estimates the probability distribution of each document on the hidden topics independently and the number of parameters in the model grows linearly with the size of the corpus, which leads to serious problems with over fitting. Latent Dirichlet Allocation (LDA) is proposed to overcome this problem by treating the probability distribution of each document over topics as a
hidden random variable. Both of these two methods discover the hidden topics in the Euclidean space. The document space is a manifold, either linear or nonlinear. In this paper, we consider the problem of topic modeling on intrinsic document manifold. Specifically, we propose a novel algorithm called Laplacian Probabilistic Latent Semantic Indexing (LapPLSI) for topic modeling. LapPLSI models the document space as a sub manifold embedded in the ambient space and directly performs the topic modeling on this document manifold in question.

2.4 Text Categorization with Support Vector Machines

This paper explores the use of Support Vector Machines (SVMs) for learning text classifiers from examples. It analyzes the particular properties of learning with text data and identifies why SVMs are appropriate for this task. Empirical results support the theoretical findings. SVMs achieve substantial improvements over the currently best performing methods and behave robustly over a variety of different learning tasks. Furthermore, they are fully automatic, eliminating the need for manual parameter tuning.

2.5 Query by Committee Made Real

Training a learning algorithm is a costly task. A major goal of active learning is to reduce this cost. In this paper we introduce a new algorithm, KQBC, which is capable of actively learning large scale problems by using selective sampling. The algorithm overcomes the costly sampling step of the well known Query By Committee (QBC) algorithm by projecting onto a low dimensional space. KQBC also enables the use of kernels, providing a simple way of extending QBC to the non-linear scenario. Sampling the low dimension space is done using the hit and run random walk. We demonstrate the success of this novel algorithm by applying it to both artificial and a real world problems.

3. Existing System

In existing, the collecting labels used to group many documents. SVMActive technique has used in existing, to collects data points. This method is used to reduce the size of the version space as much as possible. It is difficult to measure the version space. In existing, three approximations are used to collects data points. One of them which select the points closest to the current decision boundary is called Simple Margin.

4. Data Categorization

The text Categorization for collecting documents which is related to user’s query. We have to find the data space efficiently. Here data space is used to overcome some of the problem encountered in data integration system. The aim is to reduce the effort required to setup a data integration system by relying on existing matching and mapping generation techniques. The proposed algorithm has shown good performance for text categorization on 20Newsgroup, Reuters-21578, and RCV1, especially when only a small number of examples can be labeled. There are several problems that need to be investigated in the future. They have to reduce the high dimensional into low dimensional. Dimension represents the data elements that categories each item in a data set into non-overlapping regions.

5. Manifold Experimental Design

5.1 Over all Manifold Architecture

The following architecture are used in developing the system for collecting documents which is related to user’s query. They have to find the data space efficiently.

- User request
- Query Analysis
- Creating labels
- Text classification
- Clustering and retrieving

![Figure 1: Describes the System Architecture process](image1)

5.2 User request

The Input is send to User’s query and the output is Validate from server

![Figure 2: User Request from web content](image2)
the user. In this module, we are creating user request window to create this will use Form action to that module. User wants to send a query to particular server, server will receive that particular request which coming from user now server wants to identify that particular from where is request coming? To identify only we are giving form action is user to identify a particular application. Server program is running in one machine and client program is running in one particular machine. Now client send a query this query will be received by server to which User giving queries to get a response which is collect from server’s database. So server must have some amount of data then only user can get some response.

5.3 Query Analysis

The Input is Query received from user and the output is Query will be analysis by server

In this module query will processed by server. Server will receive query once user sent a query. Once received a query server should do one thing that is have to find the document and send it to user. This is the process of the server. Result will be generated according to the user’s query. Server must do some steps once receive the query from server (i.e.) receive the query and search relevant document from the database and take documents and send it to user. Server will be running in one port no. Server will be run then only user can give query to server. Server must run before the running of the user [4]. So we first run the server the server then run the client. Server split the query into words then searches the document relevant to user’s query this is said to be as the semantic searching [5]. This serve must maintain the database then only server can able to store the document and retrieve the documents.

5.4 Creating labels & Text Analysis

The Input is Get the all documents and the output is Label will be generated in third module we are creating labels. Normally labels are used to find the set of data in a group. Each and every label having some amount of data information and some unlabeled data points are abundant. In the project we will create the label for efficient retrieval of data for user’s query [4]. Many records will be stored in a group this is said to be labeled. After creating the label we have to analysis the text then store it into appropriate label. While doing this it will be retrieved by efficiently [9]. Text analysis is main thing in this project. Text will be analysis by labels.

5.5 Text classification

The Input is Split the text and the output is similar document from the classification.

Text classification is next step of the text analysis. In our project, we will be separate the text documents into two sets. One is said to be as training set another one is testing set. We will be storing the records into the database. Each record contains a set of attributes; one of the attributes is the class then fined a model for class attribute as a function of the values of other attributes [5]. Normally we are creating the labels these labels having some amount of records these records should be relevant to our labels. User send the query to server this query will be analyzing and then take main word with the help of this we will easily classify the text.

5.6 Clustering and retrieving

The Input is selected documents from database and the output is send query from taken document to user.

In this module, we are creating the group of documents and store it into database. Here clustering is used to group the number of documents in a single group [5]. Document will be retrieved from the database depending upon the user’s query. Once query has received from the user it will be split and then search the documents from the database [9]. While clustering we need to integrate the data. Data integration is combining data residing in
different sources. For example two similar companies need to merge their database.

6. Methodologies

In order to incorporate the manifold structure into the active learning process. To perform active learning tasks in manifold adaptive kernel space. Manifold adaptive experimental design algorithm is used. Data and experimental settings of text categorization to be implemented. The Frequency and Documents for each associated data be categorized using the below formula.

\[ tf - idf = (1 + \log tf) \times \log \frac{N}{df} \]

The Term frequency (tf) and Inverse document frequency (idf) are to be search and cluster the documents.

- The manifold structure into the reproducing kernel space.
- In which they leads to manifold adaptive kernel space.
- Kernel trick is usually applied in the hope of discovering the nonlinear structure in the data by mapping the original nonlinear observations into a higher dimensional linear space.

7. Conclusion

In this project the active learning techniques for text categorization. Unlike most of previous active learning approaches which explore either euclidean or data-independent nonlinear structure of the data space, our proposed approach explicitly takes into account the intrinsic manifold structure. The Future enhancement is to use the Document clustering to merge the document to produce the results. The methods are Text (and hypertext) categorization, Image classification. This is used to download documents in separate manner. The Input is Retrieved the document and the output is Download the particular document.
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