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Abstract: One of relatively new modern methods for time series forecasting is ensemble forecasting that employs averaging or stacking 
from the results of several methods. This paper focuses on the development of ensemble ARIMAX-FFNN-Hybrid for rainfall forecasting 
by using averaging and stacking method. Three data about dasarian rainfall in Indonesia, i.e. Karangsuko, Kalipare and Gondanglegi 
area, are used as case study. Root mean of squares errors and Symmetric mean absolute percentage errors in testing datasets are used 
for evaluating the forecast accuracy. The results of ensemble ARIMA-FFNN-Hybrid are compared to two classical statistical method, 
i.e. individual ARIMA and ARIMAX, and five modern statistical methods, namely individual FFNN, individual Hybrid ARIMAX-
FFNN, ensemble ARIMAX, ensemble FFNN, and ensemble Hybrid. The results show that ensemble hybrid yields more accurate 
forecast in Karangsuko area than other methods, whereas in Gondanglegi and Kalipare area show that individual hybrid and FFNN, 
respectively, is the best method. Additionally, this conclusion in line with the results of M3 competition, i.e. modern methods or complex 
methods do not necessarily produce more accurate forecast than simpler one. 
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1. Introduction 
Indonesia is a country that have potential in agricultural. One 
of the main factors of agricultural production failure in 
Indonesia is climate, especially rainfall. The solution for this 
problem is to develop a forecasting method that produces 
reliable and high accurate prediction for all data in 
climatology. Until now, statistical models that were 
developed and used for rainfall forecasting in Indonesia not 
yet give satisfactory results. One of statistical models to 
increase the prediction accuracy is using combination of 
several methods, i.e. ensemble. 
 
A time series under study is can generated from a linear or 
nonlinear underlying process or whether one particular 
method is more effective than the other in testing datasets 
forecasting. In this research, using not only linear (i.e. 
ARIMA and ARIMAX) and nonlinear model (i.e. FFNN) but 
also the combination of linear and nonlinear model, i.e. 
hybrid and ensemble. 
 
The aim of this research is to develop new methods for 
forecasting that appropriate for the dasarian, average of ten 
days, rainfall data in Indonesia. There are four main 
forecasting methods that will be studied further, namely 
Autoregressive Integrated Moving Average (ARIMA) and 
ARIMAX, Feed Forward Neural Networks (FFNN), hybrid 
ARIMAX-FFNN and Ensemble method, i.e. ensemble 
ARIMAX, ensemble FFNN, ensemble hybrid, and ensemble 
ARIMAX-FFNN-Hybrid. There are two combination of 
ensemble, i.e. averaging and stacking. In this research, there 
are six ways for optimization in stacking, i.e. optimization in 
1, 2, 3, 4, 5 latest years in training datasets and all training 
datasets. The results, an accurate rainfall forecast, could be 
used effectively for planning agricultural production. 
 
In this paper, Root Mean of Squares Errors (RMSE) and 
Symmetric Mean Absolute Percentage Error (SMAPE) is 
used for evaluating the forecast accuracy in testing datasets. 

The data about dasarian rainfall in certain area in Indonesia, 
i.e. Karangsuko, Kalipare and Gondanglegi area, are used as 
case study. The results show that that ensemble hybrid yields 
more accurate forecast in Karangsuko area than other 
methods, whereas in Gondanglegi and Kalipare area shows 
that individual hybrid and FFNN, respectively, is the best 
method. 

2. Time Series Forecasting  
There are four forecasting methods that will be studied 
further in this section, namely Autoregressive Integrated 
Moving Average (ARIMA), ARIMA with exogenous 
variables (ARIMAX), Feed Forward Neural Networks 
(FFNN), and hybrid method. 

2.1. ARIMA 
ARIMA model belongs to a family of flexible linear time 
series models that can be used for modeling many different 
types of seasonal as well as non seasonal time series. The 
ARIMA model can be expressed as [1, 2]: 

�����  Φ����� �1 − ��� �1 − ���� �� =
�� + �����  Θ����� �� (1) 

where: 
� = order of autoregressive 
� = order of differencing 
� = order of moving average 
� = the seasonal period 
� = order of autoregressive in seasonal period 
� = order of differencing in seasonal period 
� = order of moving average in seasonal period 
�����    = 1 − ��� − ���� − ⋯ − ����  
�����    = 1 − ��� − ���� − ⋯ − ����   
Φ����� = 1 − Φ��� − Φ���� − ⋯ − Φ����  
Θ����� = 1 − Θ��� − Θ���� − ⋯ − Θ����  
and B is the backshift operator, and tε  is a sequence of white 
noise with zero mean and constant variance. There are 4 
iterative steps for forecasting using ARIMA based on Box-
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Jenkins procedure [3], namely identification, parameter 
estimation, diagnostic checking, and forecasting [1,2]. 

2.2. ARIMAX 
ARIMAX model belong to ARIMA with exogenous 
variables. In this paper, exogenous variables are dummy 
variables for outlier case. There are four type of outlier [1], 
i.e. additive outlier (AO), innovational outlier (IO), level 
shift (LS), and temporary change (TC). Wei [1] proposed 
outlier detection using iterative procedure for two type of 
outlier, i.e. AO and IO. An observation is an AO if it have 
effect to observation in time-�, whereas an observation is an 
IO if it have effect to observation in time-�, � + 1, …. The 
ARIMAX model can be writing as 

�� = ∑ ��������
��� ��

��� + ����
����

�� (2) 

where: 
����� = 1 if there is AO at � = ��  
����� = ���� ����⁄  if there is IO at � = �� 
����� = �

�����
 if there is LS at � = ��  

����� = �
������

 if there is TC at � = �� 

��
��� = �1,        � = �

0,        � � �
   

2.3. FFNN 
Neural network was firstly introduced by McCulloch and 
Pitts [4]. The ideas of FFNN are design for neural 
architecture in brain of human. Multilayer perceptrons 
(MLP), also known as feed forward neural networks 
(FFNN), is probably the most commonly used NN 
architecture in engineering application. 
In general, this model work by receiving a vector of inputs X 
and compute a response or output Y(X) by propagating X 
through the interconnected processing elements. The 
processing elements are arranged in layers and the data, X, 
flows from each layer to the successive one. Within each 
layer, the inputs to the layer are nonlinearly transformed by 
the processing elements and propagated to the next layer. 
Finally, at the output layer Y(X), which can be scalar or 
vector valued, is computed. 
The response value �����, ��, … , ��� of FFNN with one 
hidden layer is computed as 

�����, ��, … , ��� = ��∑ ��� �������.���
��� � + � (3) 

where : 
� = 1,2, … , � (� is number of output unit) 
� = 1,2, … , � (� is number of neuron in hidden layer) 
�������.�� is the activation function in hidden layer 
� = 1,2, … , � (� is number of input unit) 
���  is weighted from neuron at- � to output unit at- � 
���  is weighted from input unit at- � to neuron unit at- �. 
��∑ ��� �������.���

��� � is the activation function in output 
unit  

Figure 3.1 is an example of typical MLP with one hidden 
layer that known as FFNN with single hidden layer. In this 
example, FFNN contains three input units, i.e. ��, ��, ��, 
four hidden units, and one output unit with linear activation 
function. 

 
Figure 1. FFNN Architecture of A Single Hidden Layer with 
Three Input Units, Four Hidden Units, and One Output Unit  

2.4. Hybrid 
Hybrid method was firstly introduced by Zhang in 2003 [5]. 
The motivation of the hybrid model comes from, in practice, 
determine whether a time series under study is generated 
from a linear or nonlinear underlying process or whether one 
particular method is more efective than the other in testing 
datasets forecasting. In general, hybrid method can be 
compute using the formula below: 

y� = L� + N� (4) 

where L� denotes the linear component and N� denotes the 
nonlinear component. 

3. Ensemble Forecasting 
Basically, ensemble forecasting is a forecasting technique 
that combines several outputs of forecasting methods. 
Recently, ensemble method becomes one of popular 
forecasting methods, especially for climate prediction [6]. 
Recent studies have shown that combining several models 
can improve the robustness and reliability, such as ensemble 
[7, 8, 9, 10, 11]. 
 
There are two major steps for construction of an ensemble. 
The first step is to make membership of ensemble and the 
second step is to find the appropriate combination of outputs 
from the ensemble members to produce the unique ensemble 
output. Figure 2 illustrates the two steps for construction of 
an ensemble. [12] 

 
Figure 2. Steps for Construction of An Ensemble 

Various approaches have been proposed to generate 
ensemble members, and generally can be classify into two 
kinds. First is creating several forecasting methods, while 
keeping the training data unchanged. For example, using 
randomization [9]. The second is altering the training data 
set, such as using re sampling [12].  
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Zaier et al. [10] showed that there were two methods usually 
be used for combining the difference outputs from 
membership ensemble, i.e. averaging and stacking.  

3.1. Averaging 
By using the averaging method, the output of the ensemble is 
obtained by computing the mean of the output from 
membership of ensemble. Suppose that N is the number of 
members in an ensemble, the combination function is: 

�� = �
�

∑ �̂�,�
�
��� + �� (5) 

where �̂�,� is output from model � for observation �. The 
implementation of the averaging approach is easy, and it has 
been shown to be an effective approach to improve the 
performance of the univariate forecasting model like Neural 
Network [13]. 

3.2. Stacking 
Stacking or stacked generalization is a general method of 
using the combination of the output from several models in 
order to achieve a greater predictive accuracy. The final 
output of the ensemble can be calculated using: 

�� = ∑ �� �̂�,�
�
��� + �� (6) 

where �̂�,� is output from model � for observation � and the 
coefficients �� are estimated in order to construct the final 
output of the ensemble by minimizing the function �. The 
function � expressed as: 

� = ∑ ��� − ∑ �� �̂�,�
�
��� �

��
���  (7) 

with using constrain ∑ �� �
��� = 1 and 0 ≤ �� ≤ 1. Breiman 

[12] suggested minimizing the function G that can give 
better generalization the model. 

4. Fitting Ensemble for Rainfall forecasting  
Climate data about dasarian rainfall from January 1996 – 
June 2012 at three certain area in Indonesia, i.e. Karangsuko, 
Kalipare and Gondanglegi, are used as case study. Data are 
divided in two parts, i.e. training and testing datasets. 
Rainfalls from January 2011 until June 2012 are used as 
testing datasets. Statistic descriptive about three dasarian 
rainfalls are shown in Table 1 and Time series plot for each 
datasets are shown in Figure 3. 

Table 1: Statistic descriptive 

Area N-
Missing Mean Standart 

deviation 
Mini-
mum 

Maxi-
mum 

Karangsuko 0 4,997 6,715 0 57,600 

Kalipare 0 4,389 5,988 0 41,000 

Gondanglegi 3 5,320 7,044 0 45,364 
 
Table 1 show that the largest of maximum is rainfall in 
Karangsuko area. Gondanglegi area is areas which have the 
largest mean and standard deviation. Gondanglegi areas have 
three missing data at February 2012. Figure 3 shows that 
there are several outliers in three areas. Time series plot 
show that there is trend in seasonal.  
 

In this paper, five methods are used to rainfall forecasting, 
i.e. ensemble forecasting (ensemble ARIMAX, ensemble 
FFNN, ensemble Hybrid, and ensemble ARIMAX-FFNN-
Hybrid), and individual methods (ARIMA, ARIMAX, 
hybrid ARIMAX-FFNN). Root Mean of Square Error 
(RMSE) and Symmetric Mean Absolute Percentage Error 
(SMAPE) are used for evaluating the forecast accuracy in 
testing datasets. 
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Figure 3. Time Series Plot of Karangsuko (a), Kalipare (b), 
and Gondanglegi (c) area. 

There are four steps for forecasting using ARIMA based on 
Box-Jenkins procedure, namely identification, parameter 
estimation, diagnostic checking (a white noise and normal 
distribution of residuals), and forecasting [1,2]. Identification 
step based on autocorrelation function (ACF) and partial 
autocorrelation function (PACF) yield three order of 
tentative ARIMA models for Karangsuko’s rainfall, i.e. 
ARIMA(1,0,0)(0,1,1)36, ARIMA(0,0,1)(0,1,1)36, dan ARI-
MA(0,0,[1,36])(0,1,0)36. The three ARIMA model for 
Karangsuko’s rainfall have significant of parameter and 
white noise of residual, but not normal distribustion of 
residual. It is because there are several outliers. ARIMAX is 
one of the solutions for it case.  
 
There are 89 outlier in ARIMA(1,0,0)(0,1,1)36 model, called 
ARIMAX(1,0,0)(0,1,1)36. The estimation of it model with 89 
outlier show that it model have significant parameter. But it 
model don’t have white noise of residual. ACF of residual at 
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lag 5, 8, and 48 are large. It is caused the residual of 
ARIMAX (1, 0, 0) (0, 1, 1)36 not a white noise process. This 
problem show that ARIMA (1, 0, 0) (0,1,1)36 is not actual 
model for outlier detection. So we use lag 5, 8, and 48 in 
orde of AR and MA, i.e. ARIMAX([1,5,8,48],0,0)(0,1,1)36 
and ARIMAX(1,0,[5,8,48])(0,1,1)36. Those models have 
significant of parameters but not white noise of residuals. 
ACF for each lag are less than 2/√504 so we can called the 
residual of two models ARIMAX is white noise process. 
ARIMAX([1,5,8,48],0,0)(0,1,1)36 and ARIMAX(1,0,[5,8, 
48])(0,1,1)36 don’t have normal distribution of residual. It is 
caused by there are many accurate prediction (leptocurtic of 
histogram) and there are many outlier. The histogram of 
residual from ARIMAX([1,5,8,48],0,0)(0,1,1)36 model 
showed in Figure 4. So we assume that it have normal 
distribution of residual. 
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Figure 4. Histogram of residual from ARIMAX 

([1,5,8,48],0,0)(0,1,1)36  
 

Using the same procedure, from ARIMA (0,0,1)(0,1,1)36 and 
ARIMA(0,0,[1,36])(0,1,0)36, there are three ARIMAX 
model, i.e. ARIMAX([4],0,[1,3]) (0,1,1)36 with 88 outlier, 
ARIMAX(0,0,[1,4])(0,1,1)36 with 88 outlier, and ARIMAX 
([3,4],0,1)(0,1,1)36 with 86 outlier. 
 
In this paper, architecture of FFNN are one hidden layer, one 
until five neuron with tangent hyperbolic as activation 
function, and one output unit with identity as activation 
function. Based on ARIMA, ARIMAX [14], and PACF [15], 
there are six number of inputs that be used for FFNN at 
Karangsuko’s rainfall data. The input of FFNN showed in 
Table 2. 

Table 2: Inputs of FFNN in Karangsuko Area 

Number 
of input Input (Lag) Based on 

1 36 
ARIMA(0,0,1)(0,1,1)36  
ARIMA(0,0,[1,36])(0,1,0)36 

3 1, 36, 37 

ARIMA(1,0,0)(0,1,1)36  
ARIMAX(1,0,[5,8,48])(0,1,1)36  
ARIMAX(1,0,[5,8,48])(0,1,1)36  

3 4, 36, 40 ARIMAX([4],0,[1,3])(0,1,1)36 

5 3, 4, 36, 39, 40 ARIMAX(0,0,[1,4])(0,1,1)36 

9 
1, 5, 8, 36, 37, 41, 
44, 48, 84 ARIMAX([1,5,8,48],0,0)(0,1,1)36 

32 

1, 4, 8, 32, 34, 36, 
37, 38, 40, 44, 47, 
68, 70, 71, 72, 73, 
74, 75, 83, 86, 97, 
102, 107, 108, 
110, 111, 122, 
133, 135, 138, 
144, 146 PACF 

 
Hybrid ARIMAX-FFNN is method that applied linear model 
(i.e. ARIMA and ARIMAX) and nonlinear model (i.e. 
FFNN). There are eight model of ARIMA and ARIMAX for 
Karangsuko’s rainfall, and use the same architecture of 
FFNN, we can build 40 model hybrid ARIMAX-FFNN.  
 
In this paper, there are four tipe of ensemble, i.e. ensemble 
ARIMAX, ensemble FFNN, ensemble Hybrid, and ensemble 
ARIMAX-FFNN-Hybrid. Ensemble ARIMAX has ARIMA 
and ARIMAX as membership of ensemble. FFNN is used for 
membership of ensemble FFNN, and so on for ensemble 
hybrid and ensemble ARIMAX-FFNN-Hybrid. The 
combination for ensemble are averaging and stacking. In this 
paper, there are six way for optimization of ensemble using 
stacking as the combination, i.e. 1 until 5 years latest of 
training datasets and all training datasets. 
 
The five method for Karangsuko’s rainfall are used to 
forecast 1 until 3 dasarian, three and six month, 1 and 1,5 
years forward. The best method for each forecast, based on 
the smallest RMSE in testing dataset, show in Table 3. 

Table 3: The Best Model for Karangsuko’s Rainfall 
Forecasting 

Forecast RMSE SMAPE The best model 

1 dasarian 0.119 2.625 
Ensemble ARIMAX-FFNN-
Hybrid using stacking and 
optimize at 1 years  latest 

2 dasarian 0.377 6.880 ARIMA(1,0,0)(0,1,1)36 

3 dasarian 0.492 34.521 
Ensemble ARIMAX-FFNN-
Hybrid using stacking and 
optimize at 2 years latest 

3 months 2.155 41.576 
Ensemble ARIMAX-FFNN-
Hybrid using stacking and 
optimize at 2 years latest 

6 months 3.036 46.629 
Ensemble ARIMAX-FFNN-
Hybrid using stacking and 
optimize at 3 years latest 

1 year 3.474 71.247 Ensemble ARIMAX using 
averaging  

1,5 years 4.533 89.533 Ensemble Hybrid using 
averaging 

 
Table 3 shows that forecast accuracy of ensemble method is 
less than the membership ensemble, except for 3dasarian 
forecasting. The best method for 1, 5 years forecasting 
rainfall in Karangsuko area is ensemble hybrid using 
averaging. It have accurate prediction, because RMSE less 
than standard deviation in Karangsuko’s rainfall.  
 
Similar with Karangsuko’s rainfall, ARIMA, ARIMAX, 
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FFNN, hybrid and ensemble models are also applied to 
Kalipare’s and Gondanglegi’s rainfall data. Based on ACF 
and PACF, the tentative ARIMA models for Kalipare’s and 
Gondanglegi’s rainfall are ARIMA(2,0,0)(0,1,1)36 dan 
ARIMA(1,0,1)(0,1,1)36, respectively. Based on ARIMA 
(2,0,0)(0,1,1)36, ARIMAX model for Kalipare’s rainfall are 
ARIMAX([1,2,30],0,[6,8])(0,1,1)36 with 58 outlier and 
ARIMAX(2,0,[6,8,30])(0,1,1)36 with 58 outlier. ARIMAX 
(1,0,1)(0,1,1)36 with 114 outlier is ARIMAX model for 
Gondanglegi’s rainfall forecasting. 
 
Based on ARIMA, ARIMAX, and PACF, there are three 
number of input for FFNN in Kalipare area, i.e. 5 inputs 
(����, ����, �����, �����, �����), 7 inputs (����, ����, �����,  
�����, �����, �����, �����), and 22 inputs (����, ����, ����,   
�����, �����, �����, �����, �����, �����, �����, �����, �����,   
�����, �����, �����, �����, ������, ������, ������, ������,  
������, ������). 
 
There are two number of inputs for FFNN in Gondanglegi 
area, i.e. 3 inputs (����,  �����, �����) and 29 inputs 
(����, ����, ����, �����, �����, �����, �����, �����,   
�����, �����, �����, �����, �����, �����, �����, �����, �����,   
 �����, �����, �����, �����, ������, ������, ������, ������,   
  ������, ������, ������, ������). 
 
The best method for each forecast, based on the smallest 
RMSE in testing dataset, for Kalipare area show in Table 4. 
And for Gondanglegi area show in Table 5. 

Table 4: The Best Model for Kalipare’s Rainfall Forecasting 
Forecast RMSE SMAPE The best model 

1 dasarian 0.948 10.337 FFNN 7 inputs and 5 neurons 

2 dasarian 2.281 40.942 FFNN 7 inputs and 4 neurons 

3 dasarian 1.972 31.347 FFNN 7 inputs and 4 neurons 

3 months 2.331 30.889 Ensemble FFNN using averaging 

6 months 3.275 68.891 
Ensemble ARIMAX-FFNN-
Hybrid using stacking and 
optimize at 4 years latest 

1 year 2.945 107.190 Ensemble Hybrid using 
averaging  

1,5 years 6.200 101.941 FFNN 7 inputs and 4 neurons 

Table 5: The Best Model for Gondanglegi’s Rainfall 
Forecasting 

Forecast RMSE SMAPE The best model 

1 
dasarian 0.347 4.521 Hybrid ARIMA(1,0,1)(0,1,1)36-

FFNN 3inputs and 3 neurons 
2 

dasarian 0.531 10.380 Hybrid ARIMA(1,0,1)(0,1,1)36-
FFNN 3 inputs and 4 neurons 

3 
dasarian 0.473 8.201 Hybrid ARIMA(1,0,1)(0,1,1)36-

FFNN 3 inputs and 4 neurons 
3 months 1.962 30.391 FFNN 29 inputs and 1 neuron 

6 months 2.445 56.790 FFNN 29 inputs and 1 neuron 

1 year 3.101 99.331 Ensemble ARIMAX-FFNN-Hybrid 
using averaging  

1,5 years 4.710 74.576 Hybrid ARIMA(1,0,1)(0,1,1)36-
FFNN 3 inputs and 3 neurons 

 
Table 4 shows that forecast accuracy of ensemble method is 
less than the membership ensemble for 3 month until 1 year 
forecasting. Whereas, FFNN with 7 inputs and 4 neurons is 
the best method for 1, 5 years forecasting rainfall in Kalipare 
area. RMSE of FFNN with 7 inputs and 4 neuron is similar 
to standard deviation in Kalipare datasets. It show that it 
model not too accurate for 1.5 years forecasting. 
 
Table 5 shows that hybrid model, as membership ensemble, 
is more accurate than ensemble methods for 1.5 years 
forecasting. Hybrid ARIMA (1,0,1)(0,1,1)36-FFNN 3 inputs 
and 3 neurons is the best method for 1.5 years forecasting of 
Gondanglegi’s rainfall. RMSE of it model is less than 
standard deviation of datasets in Gondanglegi area. It shows 
that hybrid method yield accurate prediction.  

5. Concluding Remark 
In this paper, we have proposed and applied an averaging 
and stacking method for ensemble ARIMAX, FFNN, Hybrid 
and ARIMAX-FFNN-Hybrid. Three empirical data were 
used to compare the forecasting accuracy between ARIMA, 
ARIMAX, FFNN, Hybrid and ensemble methods. In this 
paper, there are three conclusions. First, the results at 
Karangsuko areas showed that ensemble yields more 
accurate forecast in testing datasets than other methods, 
whereas the best method in Kalipare area is FFNN and the 
best method in Gondanglegi is hybrid method. Second, 
hybrid ARIMAX-FFNN method is not always producing 
more accurate than ARIMA or ARIMAX. The last 
conclusion is not always stacking using optimization, in 1 
until 5 years latest in training datasets and all training 
datasets produce more accurate than averaging method. 
Additionally, the three conclusion in line with the results of 
M3 competition, i.e. complex methods do not necessarily 
produce more accurate forecast than simpler one [16].  
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