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Abstract: Semantic similarity relates to computing the similarity between conceptually similar but not necessarily lexically similar terms. Semantic-similarity measures quantify Concept Similarities in a given ontology. Typically, it is computed by mapping terms to ontology and by examining their relationships in that ontology. In this paper, a comparative study on different measures such as path based, information content based, feature based and hybrid similarity measures is done for identifying semantically similar concepts in ontology. The focus is on more than one ontology methods since it is interesting than the single ontology and semantic similarities are calculated between terms stemming from different ontologies (WordNet and MeSH in this work). The purpose of this survey is to explore how these similarity computation methods could assist to improve the retrieval effectiveness of Information retrieval models based on Cross Ontology.
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1. Introduction

Semantic similarity relates to computing the similarity between concepts which are not lexically similar. This is an important problem in Natural Language Processing (NLP) and Information Retrieval (IR) research and has received considerable attention in the literature. Several algorithmic approaches for computing semantic similarity have been proposed. Detection of similarity between concepts or entities is possible if they share common attributes or if they are linked with other semantically related entities in ontology [3, 8]. To relate concepts in different ontologies, semantic similarity works by discovering linguistic relationships or affinities between ontological terms across different ontologies [10].

We present a critical evaluation of several semantic similarity approaches using two well known taxonomic hierarchies (or ontologies) namely Word Net and MeSH. Word Net is a controlled vocabulary. The percentage of relevant information we get mainly depends on the semantic similarity matching function we used. So far, there are several semantic similarity methods used which have certain limitations despite the advantages. No one method replaces all the semantic similarity methods. When a new information retrieval system is going to be built, several questions arise related to the semantic similarity matching function to be used. In the last few decades, the number of semantic similarity methods developed is high. This paper discusses the overall view of different similarity measuring methods used to compare and find very similar concepts of ontology and also between two (ontologies). The pros and cons of existing similarity metrics are discussed.

2. Related Work

Issues related to semantic similarity algorithms along with issues related to computing semantic similarity on Word Net and MeSH are discussed below.

2.1. Word Net

Word Net is an on-line lexical reference system developed at Princeton University. Nouns, verbs, adjectives and adverbs are grouped into synonym sets (synsets). The synsets are also organized into senses (i.e., corresponding to different meanings of the same term or concept). The synsets (or concepts) are related to other synsets higher or lower in the hierarchy defined by different types of relationships. The most common relationships are the Hyponym/Hypernym (i.e., Is-A relationship), and the Meronym/Holonym (i.e., Part-Of relationship). There are nine noun and several verb Is-A hierarchies (adjectives and adverbs are not organized into Is-A hierarchies).

2.2. MeSH

MeSH (Medical Subject Headings) is a taxonomic hierarchy (ontology) of medical and biological terms (or concepts) suggested by the U.S National Library of Medicine (NLM). MeSH terms are organized in Is-A taxonomies with more general terms (e.g., “chemicals and drugs”) higher in a taxonomy than more specific terms (e.g., “aspirin”). Each MeSH term is described by several properties, the most important of them being the MeSH Heading (MH) (i.e., term name or identifier), Scope Note (i.e., a text description of the term) and Entry Terms (i.e., mostly synonym terms to the MH). In this work, entry terms are treated as synonyms.
2.3. Semantic Similarity

Several methods for determining semantic similarity between terms have been proposed in the literature and some of them have been tested on Word Net. We present an evaluation for a more complete and up-to-date set of methods and we also investigate cross ontology methods. Similar results on MeSH have not been reported in the literature. Similarity measures apply only for nouns (and verbs in Word Net) and for Is-A relationships. Taxonomic properties like commonality, identity and differential properties for adverbs and adjectives do not exist. Semantic similarity methods are classified into following main categories:

1. Edge Counting Methods
2. Information Content Methods
3. Feature Based Methods
4. Hybrid methods

2.3.1 Edge Counting Method

Measure the similarity between two terms (concepts) as a function of the length of the path linking the terms and on the position of the terms in the taxonomy [5, 6, 3, 4].

2.3.1.1 Path Length Approach

The shortest path length and the weighted shortest path are the two taxonomy based approaches for measuring similarity through inclusion relation.

Shortest Path Length

A simple way to measure semantic similarity in taxonomy is to evaluate the distance between the nodes corresponding to the items being compared. The shorter distance results in high similarity. In [14], shortest path length approach is followed assuming that the number of edges between terms in taxonomy is a measure of conceptual distance as in Eqn [1].

\[ \text{distRada}(c_i; c_j) = \text{minimal number of edges in a path from } c_i \text{ to } c_j \] [1]

This method yields good results. Since the paths are restricted to IS-A relation, the path lengths corresponds to conceptual distance.

Weighted Shortest Path Length

In this method, weights are assigned to edges. In brief, weighted shortest path measure is a generalization of the shortest path length. Obviously it supports commonality and difference properties.

- Similarity of immediate specialisation
- Similarity of immediate generalisation

\[ P = (p_1, \ldots, p_n) \text{ where, } P_i \text{ IS-A } p_i+1 \text{ or } p_i+1 \text{ IS-A } p_i \]

For each i with x=p1 and y=pn.

Given a path \( P = (p_1, \ldots, p_n) \), set \( s(P) \) to the number of specializations and \( g(P) \) to the number of generalizations along the path \( P \) as in Eqn [2]:

\[ s(P) = |\{ i| p_i \text{ IS-A } p_{i+1} \}| \]
\[ g(P) = |\{ i| p_{i+1} \text{ IS-A } p_i \}| \] [2]

If \( p_1 \ldots p_m \) is all paths connecting \( x \) and \( y \), then the degree to which \( x \) is similar to \( y \) can be defined in Eqn [3]:

\[ \text{simWSP}(x, y) = \max[s(p_j)s(p_j)], j=1,\ldots,m \] [3]

The similarity between two concepts \( x \) and \( y \), \( \text{sim}(x,y)_{WSP} \) (weighted Shortest Path) is calculated as the maximal product of weights along the paths between \( x \) and \( y \). Hence the weighted shortest path length overcomes the limitations of shortest path length wherein the measure is based on generalization property and achieves identity property.

Depth Relative Scaling

This depth-relative scaling approach [2] defines two edges representing inverse relations for each edge in taxonomy. The weight attached to each relation \( r \) is a value in the range \([\text{min}r; \text{max}r]\). The point in the range for a relation \( r \) from concept \( c_1 \) to \( c_2 \) depends on the number \( nr \) of edges of the same type, leaving \( c_1 \), which is denoted as the type specific fan-out factor:

\[ W (c_1 \rightarrow r c_2) = \maxr - \{ \maxr - \text{min}r/\text{nr}(c_1) \} \]

The two inverse weights are averaged and scaled by depth \( d \) of the edge in the overall taxonomy. The distance between adjacent nodes \( c_1 \) and \( c_2 \) are computed as:

\[ \text{Dist}_{\text{usual}}(c_1, c_2) = w(c_1 \rightarrow r c_2) + (c_1 \rightarrow r' c_2)/2d \] [4]

where \( r \) is the relation that holds between \( c_1 \) and \( c_2 \), and \( r' \) is its inverse. The semantic distance between two arbitrary concepts \( c_1 \) and \( c_2 \) is computed as the sum of distances between the pairs of adjacent concepts along the shortest path connecting \( c_1 \) and \( c_2 \).

Conceptual Similarity

Wu and Palmer [15], proposed a measure of semantic similarity on the semantic representation of verbs in computer systems and its impact on lexical selection problems in machine translation. Wu and Palmer define conceptual similarity between a pair of concepts \( c_1 \) and \( c_2 \) as in Eqn [5]:

\[ \text{Simwu&palmer}(c_1, c_2) = 2^*N_3/N_1+N_2 \] [5]

where \( N_1 \) is the number of nodes on the path from \( c_1 \) to a concept \( c_3 \), denoting the least upper bound of both \( c_1 \) and \( c_2 \). \( N_2 \) is the number of nodes on a path from \( c_2 \) to \( c_3 \). \( N_3 \) is the number of nodes from \( c_3 \) to the most general concept.

Normalized Path Length
Leacock and Chodorow [3], proposed an approach for measuring semantic similarity as the shortest path using is-a hierarchies for nouns in Word Net. This measure determines the semantic similarity between two synsets (concepts) by finding the shortest path and by scaling using the depth of the taxonomy in Eqn [6]

$$\text{Sim}_{\text{Leacock&Chodorow}}(c_1,c_2) = -g(Np(c_1,c_2)/2D) \quad [6]$$

Np (c1, c2) denotes the shortest path between the synsets (measured in nodes), and D is the maximum depth of the taxonomy.

2.3.2 Information Content Methods:

Measure the difference in information content between two terms as a function of their probability of occurrence in a corpus [6,2,7,1].

In this method rather than counting edges in the shortest path, they select the maximum information content of the least upper bound between two concepts. Resnik [2], argued that a widely acknowledged problem with edge counting approaches was that they typically rely on the notion that edges represent uniform distances. Let C denote the set of concepts in a taxonomy that permits multiple inheritance and associates with each concept c 2 C, the probability p(c) of encountering an instance of concept c. For a pair of concepts c1 and c2, their similarity is given in Eqn [7]:

$$\text{Sim}_{\text{Resnik}}(c_1;c_2) = \max_{c \in S(c_1,c_2)}[-\log(p(c))] \quad [7]$$

where, S(c1,c2) is a set of least upper bounds in the taxonomy of c1 and c2. p(c) : Monotonically non-decreasing as one moves up in the taxonomy, p(c1) ≤ p(c2), if c1 is a c2.

The similarity between the two words w1 and w2 can be computed as in Eqn [8]:

$$\text{wsim}_{\text{Resnik}}(w_1,w_2) = \max_{c_1;c_2} \text{sim}(c_1,c_2) \quad [8]$$

Where c1 ranges over s(w1) and c2 ranges over s(w2). The major drawback of the information content approach is that they fail to comply with the generalization property due to symmetry.

Page-count-based similarity metrics

Page-count-based metrics use association ratios between words that are computed using their co-occurrence frequency in documents. We use the notation {D} for a set of documents, |D| for document set cardinality, |{D|w}| for the set of documents that contains the word w, and |{D|w1,w2}| for the set of documents that contains both words w1 and w2.

Jaccard and Dice Coefficients

The Jaccard coefficient is a measure for calculating the similarity (or diversity) between sets. The variation of the Jaccard coefficient is defined as

$$J(w_1,w_2) = |D|w_1 \cap w_2/|D|w_1 \cup |D|w_2 \quad [9]$$

In probabilistic terms, finds the maximum likelihood estimate of the ratio of the probability of finding a document, where words w1 and w2 co-occur over the probability of finding a document where either w1 or w2 occurs. If w1 and w2 are the same word, then the Jaccard coefficient is equal to 1 (absolute semantic similarity). If two words never co-occur in a document collection, then the Jaccard coefficient is 0.

The Dice coefficient is equal to 1 if w1 and w2 are identical, and 0 if two words never co-occur.

Mutual information

If we assume that the number of documents indexed by the words w1, and w2 are random Variables X, Y respectively, then the point wise mutual information (MI) between X and Y measures the mutual dependence between the occurrence of words w1 and w2 [9]. The maximum likelihood estimate of MI is

$$I(x,y) = \log \frac{|\{D|w_1,w_2\}|}{|D|w_1|D|w_2} \quad [11]$$

Mutual information measures the information that variables X and Y share. It quantifies how the knowledge of one variable reduces the uncertainty about the other. For instance, if X and Y are independent, then knowing X does not give any information about Y and the mutual information is 0. For X = Y the knowledge of X provides the value of Y with certainty and the mutual information is 1.

Google-based semantic relatedness

Motivated by Kolmogorov complexity google proposed a page-count-based similarity measure, called the Normalized Google Distance, defined as

$$G(w_1,w_2) = \frac{|\log |D|w_1|, |\log |D|w_2| \}}{\log |D| - \min |A|}, \quad [12]$$

Where A = |log |D|w_1|, |log |D|w_2| |

As the semantic similarity between two words increases, the distance computed by (4) decreases. Thus, this metric can be considered as a dissimilarity measure. Note that the metric is also unbounded, ranging from 0 to 1 as given in Eqn [13].

$$G'(w_1,w_2) = e^{-2G(w_1,w_2)} \quad [13]$$

Where G (w1, w2) is computed according to (4). Note that the Google-based Semantic Relatedness is bounded taking values between 0 and 1.
2.3.3 Feature-Based Methods:

Measure the similarity between two terms as a function of their properties (e.g., their definitions or “glosses” in WordNet or “scope notes” in MeSH) or based on their relationships to other similar terms in the taxonomy. Common features tend to increase the similarity and (conversely) non-common features tend to diminish the similarity of two concepts [9].

2.3.4 Hybrid methods [10] combine the above ideas: Term similarity is computed by matching synonyms, term neighbourhoods and term features. Term features are further distinguished into parts, functions and attributes and are matched similarly to [9].

An important observation and a desirable property of most semantic similarity methods is that they assign higher similarity to terms which are close together (in terms of path length) and lower in the hierarchy (more specific terms), than to terms which are equally close together but higher in the hierarchy (more general terms). Edge counting and information content methods work by exploiting structure information (i.e., position of terms) and information content of terms in a hierarchy and are best suited for comparing terms from the same ontology. Because the structure and information content of different ontologies are not directly comparable, cross ontology similarity methods usually call for hybrid or feature based approaches. Semantic similarity methods can also be distinguished between:

**Single Ontology**- similarity methods that assume that the terms, which are compared, are from the same ontology (e.g., WordNet).

**Cross Ontology**- similarity method which compare terms from different ontology (e.g., WordNet and MeSH)

3. Cross Ontology Semantic Similarity

A recent contribution by Rodriguez [10] proposed a framework for comparing terms stemming from the same or from different ontologies. The similarity between terms \(a\) and \(b\) is computed as a weighted sum of similarities between synonym sets (synsets), features and terms neighbourhoods given in Eqn[14]:

\[
S(a,b) = \alpha S_{\text{synsets}}(a,b) + \beta S_{\text{features}}(a,b) + \gamma S_{\text{neighbourhoods}}(a,b)
\]

with \(\alpha\), \(\beta\) and \(\gamma\) denoting the relative importance of the three similarity components. Features are further specialized into “parts”, “attributes” and “functions”. For example, in WordNet \(S_{\text{features}}\) is implemented as the matching of terms having the Part-Of relationship. Notice that no Part-Of relationships are defined in MeSH and this term is omitted when this method is applied on MeSH. Assuming that all terms in the neighborhoods of terms \(a\) and \(b\) as well as their features (i.e., their corresponding parts, attributes and functions) are also represented by synsets, each similarity component is computed by Tversky [9] as in Eqn [15]

\[
S_{\text{synsets}}(a,b) = \frac{|A \cap B|}{|A| + |B| - |A \cap B|}
\]

where \(A\) and \(B\) denote synsets of terms \(a\) and \(b\) and \(A \cap B\) denotes the set of terms in \(A\) but not in \(B\) (and vice versa). Parameter \(\gamma\) is the depth of the terms \(a\) and \(b\) in their taxonomy in Eqn [16]:

\[
\gamma(a, b) = \max \left\{ \frac{\text{depth}(a)}{\text{depth}(a) + \text{depth}(b)}, \frac{\text{depth}(b)}{\text{depth}(a) + \text{depth}(b)} \right\}
\]

\[
S_{\text{neighbourhoods}}(a,b) = \max_i \left( \frac{A_i \cap B_i}{A_i \cup B_i} \right)
\]

where \(A\) and \(B\) denote synsets or term description sets. Because not all terms in the neighborhood of a term are connected with the same relationship, we propose that set similarities are computed per relationship type (e.g., Is-A and Part-Of for WordNet and only Is-A for MeSH) as in Eqn [17]

\[
S_{\text{description}}(a,b) = \begin{cases} 
1, & \text{if } S_{\text{synset}}(a,b) > 0 \\
\max(S_{\text{neighbourhood}}(a,b), S_{\text{description}}(a,b)) & \text{if } S_{\text{synset}}(a,b) = 0
\end{cases}
\]

\[
S_{\text{description}}\text{denotes matching of term description sets. } S_{\text{description}} \text{ and } S_{\text{synset}} \text{ are computed according to Equation 4a. Notice that, two terms with at least one common synonm term are 100% similar.}

4. Proposed Work

Cross ontology measures compares the words from diverse ontologies such as Word Net and MeSH. The cross ontology approaches often requires hybrid or feature based measures, because the structure and information content between diverse ontologies cannot be compared directly. For instance, two terms are alike if they have
same spelling or meaning, or they are related with other terms that are alike. Several intelligent knowledge-based applications have techniques for computing semantic similarity between the terms. Most of the existing semantic similarity measures have used ontology structure as their key source, but they cannot calculate the semantic similarity between words and concepts using several ontologies.

4.1 Extracting set of relevant definitions, features, synsets, and neighbors from both ontologies

In general, ontologies can be distinguished into domain ontologies, representing knowledge of a particular domain, and generic ontologies representing common sense knowledge about the world. There are several examples of general purpose ontologies available including WordNet that attempts to model the lexical knowledge of a native speaker of English. English nouns, verbs, adjectives, and adverbs are organized into synonym sets, called synsets, each representing a concept.

As well, one of the domain specific ontology designed for medical concepts includes MeSH. Based on the relevant input query keyword, the set of appropriate definitions, features (Hypernyms), synset, neighbors (Hyponyms) are extracted from both the ontologies, WordNet and MeSH. The sample XML descriptions about the query keywords from both ontologies with the given bio-medical term are shown below.

Table 1: XML descriptions taken from the Wordnet and MeSH ontology

<table>
<thead>
<tr>
<th>WordNet: Adenovirus</th>
<th>MeSH: Rotavirus</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;Term&gt;Adenovirus</td>
<td>&lt;Term&gt;Rotavirus enteritis</td>
</tr>
<tr>
<td>&lt;Definition&gt;any of a group of viruses including those in humans cause upper respiratory infections or infectious Pink eye,</td>
<td>&lt;Definition&gt;A viral infectious disease that results in inflammation in stomach and located in intestine, has material basis in Rotavirus, which is transmitted by ingestion of contaminated food or water, or transmitted by fomites. The infection has symptom fever, has symptom vomiting, has symptom diarrhoea, and has symptom abdominal pain.</td>
</tr>
<tr>
<td></td>
<td>&lt;Definition&gt;Synset: rotavirus enteritis, Enteritis due to rotavirus (disorder),</td>
</tr>
<tr>
<td>&lt;Synset&gt;adenovirus</td>
<td>&lt;Synset&gt;&lt;Hypernyms&gt;parainfluenza_virus,</td>
</tr>
<tr>
<td>&lt;Hypernyms&gt;animal_virus,</td>
<td>&lt;Hypernyms&gt;&lt;Hypernyms&gt;parainfluenza_virus,</td>
</tr>
<tr>
<td>&lt;Hypernyms&gt;parainfluenza_virus,</td>
<td>&lt;Hypernyms&gt;parainfluenza_virus,</td>
</tr>
<tr>
<td>&lt;Hypernyms&gt;parainfluenza_virus,</td>
<td>&lt;Hypernyms&gt;parainfluenza_virus,</td>
</tr>
<tr>
<td>&lt;Term&gt;</td>
<td>&lt;Term&gt;</td>
</tr>
</tbody>
</table>

4.2 Finding Cross ontology measure for the input query

In order to find the cross ontology measure for the input query, we have found out the semantic similarity measures of the extracted feature sets, synsets, neighbourhoods and the definitions of two different ontology’s. The similarity between two different terms is computed as a weighted sum of similarities between synonym sets (synsets), features, neighbourhoods and their definitions. Consider the WordNet $O_1$ and MeSH $O_2$ ontology’s, in which the Query keyword $Q$ consists of Features $F$, Synsets $S$, Neighbourhoods $N$ and Definitions $D$ obtained from both the ontology’s. In addition, we have combined all the chosen features together in a vector named as $A_q$. Based on the input query, we have to find out the cross ontology measure for every set of features, synsets, neighbourhoods and definitions obtained from the ontology’s. The set of features, synsets, neighbourhoods and definitions obtained from the ontology’s $O_1$ and $O_2$ are represented as follows,

$$ F = \{ (f_i^{(1)}, f_i^{(2)}) | f_i^{(1)} \in O_1, f_i^{(2)} \in O_2 \} \ 1 \leq i \leq m $$

$$ S = \{ (s_i^{(1)}, s_i^{(2)}) | s_i^{(1)} \in O_1, s_i^{(2)} \in O_2 \} \ 1 \leq i \leq m $$

$$ N = \{ (n_i^{(1)}, n_i^{(2)}) | n_i^{(1)} \in O_1, n_i^{(2)} \in O_2 \} \ 1 \leq i \leq m $$

$$ D = \{ (d_i^{(1)}, d_i^{(2)}) | d_i^{(1)} \in O_1, d_i^{(2)} \in O_2 \} \ 1 \leq i \leq m $$

$A_q = \{ F, S, N, D \}$

The similarity measure $Sim(Q_1, Q_2)$ of the input query keywords $Q_1$ and $Q_2$ from ontologies $O_1$ and $O_2$ respectively is computed with the aid of the set of features, synsets, neighborhoods and the definitions extracted from both the ontologies. The formula utilized for computing the similarity measure of the corresponding query keyword from the Wordnet and MeSH is given as follows,

$$ Sim(Q_1, Q_2) = \frac{\alpha S^2(Q_1, Q_2) + \beta S^2(Q_1, Q_2) + \gamma S^2(Q_1, Q_2) + \delta S^2(Q_1, Q_2)}{4} $$

Where, $\alpha, \beta, \gamma, \delta$ are the set of the similarity parameters and these parameters are identified as shown below.

$$ \alpha = \frac{|f_i^{(1)} \cap f_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}|}{|f_i^{(1)} \cap f_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}| + |f_i^{(1)} \cap A_i^{(2)}| + |f_i^{(2)} \cap A_i^{(1)}|} $$

$$ \beta = \frac{|s_i^{(1)} \cap s_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}|}{|s_i^{(1)} \cap s_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}| + |s_i^{(1)} \cap A_i^{(2)}| + |s_i^{(2)} \cap A_i^{(1)}|} $$

$$ \gamma = \frac{|n_i^{(1)} \cap n_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}|}{|n_i^{(1)} \cap n_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}| + |n_i^{(1)} \cap A_i^{(2)}| + |n_i^{(2)} \cap A_i^{(1)}|} $$

$$ \delta = \frac{|d_i^{(1)} \cap d_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}|}{|d_i^{(1)} \cap d_i^{(2)}| + |A_i^{(1)} \cap A_i^{(2)}| + |d_i^{(1)} \cap A_i^{(2)}| + |d_i^{(2)} \cap A_i^{(1)}|} $$
Also, \( S_f(Q_1, Q_2) \), \( S_s(Q_1, Q_2) \), \( S_d(Q_1, Q_2) \) and
\( S_s(Q_1, Q_2) \) are the individual similarity measures of the
every feature set, synsets, neighbourhoods and definitions
respectively. Here, the formula for finding the similarity of
every set of terms by means of their common universal
set of all terms with features, synsets, neighbourhoods and
definitions is given in detail.

\[
S_f(Q_1, Q_2) = \left[ \left( \frac{f(1) \cap f(2)}{f(1) + f(2)} \right) - \left( \frac{f(1) \cap \neg f(2)}{f(1) + f(2)} \right) \right] - \left[ \left( \frac{f(1) \cap f(2)}{f(1) + f(2)} \right) - \left( \frac{f(1) \cap \neg f(2)}{f(1) + f(2)} \right) \right]
\]

\[
S_s(Q_1, Q_2) = \left[ \left( \frac{s(1) \cap s(2)}{s(1) + s(2)} \right) - \left( \frac{s(1) \cap \neg s(2)}{s(1) + s(2)} \right) \right] - \left[ \left( \frac{s(1) \cap s(2)}{s(1) + s(2)} \right) - \left( \frac{s(1) \cap \neg s(2)}{s(1) + s(2)} \right) \right]
\]

\[
S_d(Q_1, Q_2) = \left[ \left( \frac{d(1) \cap d(2)}{d(1) + d(2)} \right) - \left( \frac{d(1) \cap \neg d(2)}{d(1) + d(2)} \right) \right] - \left[ \left( \frac{d(1) \cap d(2)}{d(1) + d(2)} \right) - \left( \frac{d(1) \cap \neg d(2)}{d(1) + d(2)} \right) \right]
\]

\[
S_s(Q_1, Q_2) = \left[ \left( \frac{s(1) \cap d(2)}{s(1) + d(2)} \right) - \left( \frac{s(1) \cap \neg d(2)}{s(1) + d(2)} \right) \right] - \left[ \left( \frac{s(1) \cap d(2)}{s(1) + d(2)} \right) - \left( \frac{s(1) \cap \neg d(2)}{s(1) + d(2)} \right) \right]
\]

5. Evaluation of Semantic Similarity Methods

In the following, we present a comparative evaluation of the similarity methods referred above. All data sets used
in the experiments below are available on the Web5. the proposed cross ontology based similarity measure is
compared along with the X-similarity measure [42] and the Rodriguez M.A’s [41] similarity measure. Here, the
similarity measures of the [41, 42] are taken from the semantic similarity system intelligence laboratory. They
have analyzed by their own similarity measures with the aid of the WordNet and the MeSH ontology terms. In this,
some of the medical terms fail to reach the similarity values of the existing ones, in which our proposed cross
ontology based similarity measure performs better. Table 3 lists the comparative values obtained by the proposed
similarity measure and the existing works.

Table 3: Cross ontology based similarity measure comparison

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>aAdenovirus</td>
<td>Rotavirus</td>
<td>0.16</td>
<td>0.018666 667</td>
<td>0.03406453</td>
<td></td>
</tr>
<tr>
<td>Anemia</td>
<td>aAppendicitis</td>
<td>0</td>
<td>0</td>
<td>0.02938514 816</td>
<td></td>
</tr>
<tr>
<td>Pneumonia</td>
<td>Asthma</td>
<td>0.07</td>
<td>0.0119</td>
<td>0.01566590 728</td>
<td></td>
</tr>
<tr>
<td>Carcinoma</td>
<td>Neoplasm</td>
<td>0.17</td>
<td>0.04</td>
<td>0.05691534 19</td>
<td></td>
</tr>
<tr>
<td>Hypothyroidism</td>
<td>Hyperthyroidism</td>
<td>0.387</td>
<td>0</td>
<td>0.08717962 47</td>
<td></td>
</tr>
<tr>
<td>Pain</td>
<td>Ache</td>
<td>1</td>
<td>0.021666 667</td>
<td>0.04950827</td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusions & Future work

In this paper, we have presented an effective cross
ontology based similarity measure. As well, the
experimentation is carried out with the aid of the PubMed
database documents. The performance of the proposed
similarity measure is analyzed by means of the two
existing cross ontology based similarity measure for
different medical terms. We experimented with several
semantic similarity methods for computing the conceptual
similarity between natural language terms using WordNet
and MeSH.

The experimental results indicate that it is possible for
these methods to approximate algorithmically the human
notion of similarity reaching correlation (with human
judgment of similarity) up to 83% for WordNet and up to
74% for MeSH. This work also presents an improved X-
Similarity, a novel semantic similarity measure which has
been shown to out-perform the state-of-the-art cross
ontology matching method [10].
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