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Abstract: Modern data centres support critical digital infrastructure and operate continuously, resulting in significant heat generation
from IT and power equipment. Cooling systems therefore, play a vital role in maintaining equipment reliability, availability, and energy
efficiency. This paper presents a technical review of data centre cooling strategies, including conventional air-based systems, airflow
management techniques, containment solutions, free cooling technologies, and emerging liquid cooling methods. The impact of these
approaches on energy consumption and operational performance is discussed with reference to industry standards such as ASHRAE. The
study highlights how effective cooling design and optimization can significantly reduce power usage effectiveness (PUE) while supporting

increasing rack power densities.
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1. Introduction

Data centres are mission-critical facilities that house servers,
storage devices, and networking equipment required for
continuous digital operations. The increasing demand for
cloud computing, artificial intelligence, and high-
performance computing has led to a rapid rise in power
density within data centres. As a result, efficient heat removal
has become a major engineering challenge.
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Heat Generation in Data Centres

The primary source of heat in a data centre is IT equipment
such as servers, processors, storage systems, and network
switches. Additional heat loads are produced by power
infrastructure including uninterruptible power supplies,
power distribution units, transformers, and lighting.
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Conventional Cooling Systems

Traditional data centres typically use Computer Room Air
Conditioners or Computer Room Air Handlers to supply
conditioned air. Cold air is delivered through raised floors or
overhead ducting. These systems are simple but often
inefficient due to air mixing and bypass airflow.

Airflow Management and Containment
Hot Aisle and Cold Aisle Arrangement

Server racks are arranged in alternating hot and cold aisles to
separate supply air from exhaust air.
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Containment Systems

Cold aisle and hot aisle containment systems improve cooling
efficiency by preventing mixing of hot and cold air streams.
The containment can be with or without raised floor.
Containment is working on “Room in Room” concept. Both
HAC & CAC works on same principle and have their own
pros and cons.

Hot Aisle Containment;
HAC
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Cold Aisle Containment;
CAC

Free Cooling Technologies

Free cooling uses ambient outdoor conditions to reduce
mechanical refrigeration. Airside and waterside economizers
significantly reduce cooling energy consumption, when
utilized especially in moderate climates. However, the airside
free cooling still requires considerable treatment of air before
it enters the data hall directly. Based on the ambient condition
energy consumption can be reduced considerably from 30%
to 60%. Waterside free cooling requires glycol addition to
avoid freezing of water in case the ambient temperature is
very low.

To achieve improved cooling performance with significant
energy savings, data centre cooling technologies are
increasingly shifting toward hybrid cooling systems.

Liquid Cooling Technologies

Direct-to-Chip Cooling

Cold plates mounted directly on processors remove heat
efficiently. Cold plates have internal micro channels and the
coolant flows through these micro channels. Heat is being
transferred through conduction and convection and hot
coolant will be cooled back when circulated through plate
heat exchanger (CDU). It can be utilized easily for cooling of
racks with rack density up to 150 kW

Immersion Cooling

Servers are immersed in dielectric fluids, providing superior
thermal performance for high-density computing. Immersion
cooling can be single phase or two-phase immersion cooling.
Immersion cooling results in 10 times higher heat rejection
capacity which results in better cooling efficiency when
compared with air-cooling. Immersion cooling is suitable for
rack densities from 50 kW to 200 kW easily

Energy Efficiency Metrics

Power Usage Effectiveness (PUE) is a widely used metric to
evaluate data centre energy efficiency. Improved cooling
design can significantly reduce PUE values. While achieving
a PUE of 1.0 is theoretically ideal, a PUE of around 1.6
generally recognized as representative of optimized and
energy-efficient data centres.

PUE = Total facility energy

IT equpment energy

2. Challenges and Future Trends

Future challenges include higher rack densities, sustainability
requirements, and retrofitting legacy data centres retrofits.
While emerging trends focus on Al-driven cooling

optimization and wider adoption of liquid cooling which
ultimately reduces the power requirement also.

3. Conclusion

Efficient cooling is essential for reliable and sustainable data
centre operation. Advanced cooling techniques can
significantly reduce energy consumption while supporting
future growth.
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