
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Impact Factor 2024: 7.101 

Volume 14 Issue 9, September 2025 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

AI Liability and Accountability: A Review of 

Emerging Legal Frameworks 
 

Dwiti Gambhir1, Raghu Raja Mehra2 
 

1Department of Information Technology, Invictus International School, Amritsar, India 

Email: dwiti_gambhir[at]invictusschool.edu.in 

 
2Department of Information Technology, Invictus International School, Amritsar, India 

Email: raghu[at]invictusschool.edu.in 

 

 

Abstract: The abstract of this research paper delves into the evolving legal frameworks that are being established to address issues of 

liability and accountability concerning artificial intelligence (AI) systems. With the increasing integration of AI technology in various 

sectors, the question of responsibility for the actions of AI systems has gained significant prominence. The study examines the current 

landscape of AI regulation and the complexities faced in attributing liability in cases of accidents or errors involving AI technologies. It 

explores the diverse strategies and approaches being adopted by different jurisdictions to develop legal frameworks that govern the use 

of AI and determine accountability when unforeseen circumstances arise. Furthermore, the abstract underscores the significance of 

incorporating ethical considerations into the formulation of AI regulations, as ethical dilemmas often intersect with questions of legal 

liability. Various ethical frameworks proposed to guide the responsible development and utilization of AI are also discussed within the 

paper. The research emphasizes the necessity of establishing a robust and adaptable legal framework that can keep pace with the rapid 

advancements in AI technology while ensuring that appropriate mechanisms for assigning liability and accountability are in place. It 

advocates for collaborative efforts among policymakers, industry stakeholders, and ethicists to craft effective regulations that safeguard 

the interests of consumers and the wider society. 
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1. Introduction 
 

A substantial volume of research suggests that in the coming 

years, artificial intelligence (AI)-powered systems will 

increasingly replace jobs traditionally performed by humans, 

from driving cars and diagnosing diseases to even milking 

cows. In the 21st century, AI has emerged as one of the most 

diverse and transformative technologies to date. While these 

advances bring efficiency and innovation, they also raise 

complex legal and ethical questions that existing laws are 

not equipped to answer. 

 

One of the most pressing challenges lies in determining 

liability when AI systems cause harm. Unlike conventional 

tools, AI can make autonomous decisions, learn from data, 

and adapt over time, making it difficult to pinpoint who is 

legally responsible for its actions — the developer, the user, 

the data provider, or the AI itself. Traditional legal 

frameworks, such as tort law and product liability, are based 

on human agency and control elements that are often absent 

or blurred in AI-driven systems (Gless et al., 2016; Calo, 

2015). Regulatory efforts, such as the European Union’s 

proposed AI Act, aim to address these emerging gaps by 

classifying AI risk and introducing governance mechanisms 

(European Commission, 2021). 
 

The rise of AI represents a transformative technological shift 

akin to the industrial revolution and the digital age. From 

autonomous vehicles and predictive policing to medical 

diagnostics and generative AI, machine systems increasingly 

perform tasks once reserved for human judgment. However, 

this transition creates pressing legal dilemmas: when AI 

systems malfunction, discriminate, or cause harm, who 

should be held responsible the developer, deployer, user, or 

the AI itself? 

Traditional liability doctrines such as negligence, strict 

product liability, and vicarious liability rely heavily on 

human agency and foresee ability. Yet AI operates with 

autonomy, opacity ('black box' algorithms), and adaptive 

learning that blur conventional lines of responsibility. 

Regulatory initiatives such as the EU AI Act (2021), the 

U.S. state-level autonomous vehicle laws, and India’s IT 

Rules (2021/2023) demonstrate early attempts to close this 

gap, but fragmentation and uncertainty persist. 

 

This review paper seeks to: 

1) Map existing academic debates and legal approaches to 

AI liability. 

2) Compare national and regional frameworks. 

3) Evaluate their effectiveness and critiques. 

4) Propose a layered liability model balancing 

accountability with innovation. 

 

2. Literature Review 
 

Scholarly work on AI liability spans law, philosophy, ethics, 

and computer science. 

 

Agency and Responsibility: Scholars like Calo (2015) and 

Pagallo (2013) argue that AI challenges the foundation of 

liability because it introduces autonomous actors without 

clear legal status. 

 

Product vs. Process Liability: Gless et al. (2016) 

emphasize that product liability rules may not fully capture 

harms when AI systems learn unpredictably over time. 

 

Black Box Accountability: Wachter et al. (2017) highlight 

the opacity problem—users cannot easily explain or contest 

algorithmic outcomes, complicating litigation. 
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Electronic Personhood Debate: The European Parliament 

(2017) controversially proposed recognizing advanced AI as 

'electronic persons' for liability, sparking debate over 

anthropomorphizing machines. 

 

Comparative Lessons: Historical analogies with industrial 

machines and digital platforms show how law evolves 

incrementally introducing strict liability for industrial harm, 

or intermediary liability rules for online content. 

 

International organizations like the OECD (2019 AI 

Principles) and UNESCO (2021 AI Ethics 

Recommendations) stress multi-stakeholder governance, 

transparency, and accountability, but stop short of 

prescribing liability models. 

 

3. Definitions 
 

For clarity, this paper distinguishes types of AI and liability 

implications: 

1) Narrow AI (Weak AI): Performs specific tasks (e.g., 

voice assistants). Errors are usually attributable to 

developers or users. 

2) Machine Learning Systems: Learn from data and 

improve iteratively. Risks include bias, discrimination, 

and unpredictability. 

3) Autonomous AI: Operates with minimal human 

oversight (e.g., self-driving cars, drones). Raises hardest 

liability questions in tort law. 

4) Generative AI: Produces novel content (e.g., text, 

images, deepfakes). Harms may include copyright 

infringement, misinformation, and reputational damage. 

 

Liability Dimensions: 

• Product Liability: Developer/manufacturer held 

responsible for design flaws. 

• User Liability: Operators accountable for misuse. 

• Shared Liability Models: Split responsibility among 

stakeholders. 

• Electronic Personhood (Proposed): AI treated as a 

legal subject (controversial). 

 

4. Technical and Social Risks of AI Systems 
 

Technical Risks: 

1) Bias and Discrimination: AI systems can perpetuate 

biases present in the training data, leading to 

discriminatory outcomes in decision-making processes. 

2) Unintended Consequences: Complex AI algorithms 

may produce unexpected results or behaviors that are 

challenging to predict or control. 

3) Security Vulnerabilities: AI systems are susceptible to 

cyberattacks and malicious manipulation, posing risks 

to data privacy and system integrity. 

4) Lack of Transparency: The opacity of some AI 

models makes it difficult to understand their decision-

making processes, hindering accountability and trust. 

5) Scalability Challenges: Scaling AI systems to handle 

increasing complexity and data volumes may strain 

computational resources and lead to performance issues. 

 

 

 

Social Risks: 

1) Job Displacement: Automation driven by AI 

technologies can lead to job loss and disruptions in the 

labor market, impacting employment opportunities. 

2) Ethical Concerns: AI systems raise ethical dilemmas 

related to privacy, consent, autonomy, and fairness, 

necessitating clear ethical guidelines and oversight. 

3) Social Inequality: Unequal access to AI technologies 

and the digital divide can exacerbate societal disparities, 

widening the gap between technology haves and have-

nots. 

4) Algorithmic Accountability: Holding AI systems 

accountable for their decisions and actions is 

challenging, raising questions about responsibility and 

liability in AI-driven scenarios. 

 

Impact on Human Relationships: Over-reliance on AI for 

decision-making or social interactions may erode 

interpersonal connections and diminish human agency and 

empathy. 

 

5. Liability Protection for AI Service 

Businesses In Japan 
 

Liability protection for AI service businesses in Japan is a 

critical aspect given the increasing adoption of AI 

technologies in various industries. Here are some key points 

regarding liability protection for AI service businesses in 

Japan: 

 

Legal Framework: 

1) Civil Code: The Japanese Civil Code governs liability 

issues related to AI service businesses, outlining 

provisions for contractual obligations, tort liability, and 

compensation for damages. 

2) Product Liability Act: The Product Liability Act in 

Japan may apply to AI service businesses if their 

products or services cause harm to users, requiring 

businesses to ensure the safety and reliability of their AI 

systems. 

3) Data Protection Laws: Compliance with Japan's data 

protection laws, such as the Act on the Protection of 

Personal Information (APPI), is essential for AI service 

businesses to safeguard user data and mitigate privacy 

risks. 

 

Risk Mitigation Strategies: 

1) Transparent AI Development: Implementing 

transparency measures in AI system development to 

enhance accountability and traceability of decisions 

made by AI algorithms. 

2) Robust Testing and Validation: Conducting thorough 

testing and validation processes to identify and mitigate 

potential errors or biases in AI systems before 

deployment. 

3) User Consent and Disclosure: Obtaining informed 

consent from users regarding the use of AI technologies 

and disclosing relevant information about AI 

functionalities and potential risks. 

4) Continuous Monitoring and Compliance: 

Establishing mechanisms for ongoing monitoring of AI 

systems, compliance with regulatory requirements, and 

prompt response to incidents or breaches. 
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Insurance Coverage: 

1) Professional Indemnity Insurance: AI service 

businesses in Japan may consider obtaining professional 

indemnity insurance to protect against liability claims 

arising from errors, omissions, or negligence in the 

provision of AI services. 

2) Cyber Insurance: Cyber insurance policies can provide 

coverage for data breaches, cyberattacks, and other 

cybersecurity incidents that may impact AI service 

businesses and their clients. 

 

By proactively addressing liability protection through a 

combination of legal compliance, risk mitigation strategies, 

and insurance coverage, AI service businesses in Japan can 

enhance their resilience against potential legal challenges 

and reputational risks associated with AI technologies. 

 

6. Liability Protection for AI Service 

Businesses in the United States 
 

Liability protection for AI service businesses in the United 

States is a crucial consideration due to the complex nature of 

artificial intelligence technologies. Here are some key points 

regarding liability protection for AI service businesses in the 

U.S.: 

 

Legal Framework: 

a) Product Liability Laws: AI service businesses must 

adhere to product liability laws that hold manufacturers 

or sellers liable for defective products that cause harm to 

consumers. This includes AI systems and services. 

b) Contractual Agreements: Clear and comprehensive 

contractual agreements with clients and users can help 

define the responsibilities and liabilities of AI service 

businesses in case of disputes or damages. 

c) Intellectual Property Rights: Protecting intellectual 

property rights, such as patents and copyrights, related to 

AI technologies can help safeguard the business's 

innovations and limit liability risks. 

 

Risk Mitigation Strategies: 

Ethical AI Development: Implementing ethical guidelines 

and standards in AI system development can help mitigate 

risks related to bias, discrimination, and privacy violations. 

a) Comprehensive Testing and Validation: Conducting 

rigorous testing and validation of AI algorithms to 

identify and address potential errors, biases, or 

vulnerabilities before deployment. 

b) Data Security Measures: Implementing robust data 

security measures, encryption protocols, and access 

controls to protect sensitive information and mitigate 

cyber security risks. 

c) Compliance with Regulations: Ensuring compliance 

with relevant regulations, such as data protection laws 

(e.g., GDPR, CCPA) and industry-specific guidelines, to 

mitigate legal risks and liabilities. 

 

Insurance Coverage: 

a) Professional Liability Insurance: AI service businesses 

can consider obtaining professional liability insurance 

(errors and omissions insurance) to protect against claims 

of negligence, errors, or failure to perform services. 

 

b) Cyber Liability Insurance: Cyber liability insurance 

can provide coverage for data breaches, cyberattacks, and 

other cybersecurity incidents that may impact AI service 

businesses and their clients. 

 

By taking a proactive approach to liability protection 

through compliance with laws and regulations, risk 

mitigation strategies, and appropriate insurance coverage, AI 

service businesses in the U.S. can enhance their legal 

resilience and safeguard against potential liability risks 

associated with AI technologies. 

 

7. Comparative Analysis: Business Entities and 

AI Governance 
 

The intersection of business entities, liability protection, and 

AI governance is crucial for ensuring compliance, 

accountability, and the ethical deployment of AI 

technologies. Different legal frameworks shape how AI 

service businesses manage liability exposure, transparency, 

and public trust. 

 

7.1 Ethical and accountability perspectives in AI service 

businesses Legal structures infuence AI governance by 

determining how accountability and risk are managed. Series 

LLCs provide a fexible framework for segregating high-risk 

AI applications, ensuring liability protections align with 

ethical considerations. Similarly, Godo-Kaisha ofers liability 

shielding within Japan’s corporate accountability 

framework, balancing fexibility with regulatory 

expectations. 

 

7.2 Aligning liability protection with AI governance 

Business organizations should support AI governance 

without compromising regulatory compliance. Liability 

shields, when used efectively, reinforce ethical AI practices 

and legal predictability. For instance, Series LLCs allow 

business entities to assign AI oversight to distinct 

operational units, mitigating regulatory risks while 

preserving transparency (OECD 2019). Similarly, Godo-

Kaisha, under Japan’s corporate framework, must align 

liability protections with AI risk mitigation requirements 

(METI 2023). 

 
Figure 1: Horizontal liability shield with protected series. 

Created from Okuno and Okuno 

 

7.3 Legal structure for AI service businesses and AI 

personhood LLCs and Series LLCs provide adaptable 
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frameworks for AI businesses, enabling risk allocation based 

on use cases. Structuring AI entities through Series LLCs 

allows each AIdriven service to function as a legally distinct 

unit, ofering legal clarity and fexibility. Bayern (2014) 

proposed the concept of zero-member LLCs with a 

cryptcurrency as a pathway to AI legal personhood.62  This 

scheme of autonomous systems suggests that AI-driven 

entities could be granted legal rights and obligations (Bayern 

2015). Similarly, in Japan, Saito (2017) 63 and Fukuoka 

(2020, p 169) argue that Godo-Kaisha provides an optimal 

structure for AI businesses under Japan’s legal frameworks. 

However, discussions on AI legal personhood remain 

theoretical, with limited focus on liability shielding for AI-

driven enterprises. 

 

7.4 Legal viewpoint for AI legal personhood Series LLCs 

also provide an experimental legal foundation for AI legal 

personhood. Each series can function as an independent 

legal entity, suggesting a potential framework for 

recognizing AI systems as legal persons in the future. This 

model bridges corporate governance with AI autonomy, 

ofering a scalable approach to liability protection and 

regulatory compliance. A series—protected or registered— 

as distinct entities further reinforce its applicability in AI 

governance. 

 

8. Conclusion 
 

This paper examines liability protection mechanisms for AI 

service businesses, focusing on Godo-Kaisha in Japan, 

LLCs, and Series LLCs in the United States. Through a 

comparative legal analysis, we explored how technical, 

social, and legal risks such as algorithmic bias, 

misinformation, privacy violations, and regulatory 

inconsistencies afect AI business participants. Our fndings 

emphasize the importance of business entity selection in 

mitigating liability and ensuring regulatory compliance. 
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