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Abstract: Cloud computing has embarked a revolution in accessing, provisioning and consumption of the information and computing 

in the ICT industry. It has emerged as a novel paradigm of high performance and large-scale computing that actuates relocation of 

computing and data from desktops and personal computers to big data centres. Cloud computing refers to manipulating, configuring, and 

accessing the applications online. It offers online data storage, infrastructure and application and involves both a combination of software 

and hardware- based computing resources delivered as a network service. Cloud computing's rising popularity has led many organizations 

to adopt it, streamlining business operations, lowering infrastructure costs, and enhancing agility by making application deployment and 

modifications easier. Cloud computing, like any computer system, is susceptible to failures. These failures are often a significance of the 

inherently distributed and complex nature of cloud platforms.  Cloud computing systems need to be built for failure to ensure that they 

continue operating even if the cloud system has an error. The errors should be disguised from the cloud users to ensure that users continue 

accessing the cloud services and this intern leads to cloud consumers gaining confidence in the availability and reliability of cloud services. 

In this paper, we propose the use of N+1 Segmental redundancy architecture to design and implement failure-free clouds.  
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1. Introduction 
 

Cloud computing is an emerging method of computing that is 

inclined to many challenges due to the nature of its 

complexity. It is therefore important to understand that cloud 

systems just like any other complex computing system, will 

contain errors and experience failures. This does not mean 

that cloud systems should be ineligible from performing 

important work, but it does mean that techniques for detecting 

failures, isolating the failures and understanding the 

consequences of the failures, and remediating the failures, 

should be employed and should be a central issue for 

researchers to understand before the wide-scale adoption of 

cloud computing systems [1]. 

 

  Cloud Computing systems are based on distributed systems. 

[2] States that a key feature of distributed systems is that they 

should mask failures and continue operating if some aspect of 

the system fails. An important goal of distributed systems 

design is to design systems that can automatically recover 

from partial failures without seriously affecting the overall 

performance of a system. A system should continue to operate 

even in the event of a failure while the failure is being fixed 

[2]. The techniques that are used to create the fault tolerance 

capabilities in cloud computing can be divided into three 

categories. Redundancy techniques, fault tolerance policies, 

and load balancing [5]. 

 

The key technique for handling failures in computer systems 

is redundancy [2]. The redundancy techniques ensure that 

cloud computing architectures are fault tolerance and they can 

handle faults and continue operating even in the event of 

errors. 

 

2. Notion of Dependability 
 

According to [2] being fault-tolerant is muscularly related to 

being dependability. Dependability, in essence, is about the 

reliability and trustworthiness of a system or individual. It's 

the ability to be counted on to perform as expected, even in 

the face of challenges or failures. It encompasses multiple 

attributes, including availability, reliability, safety, and 

security. Dependability encompasses multiple attributes, 

including availability, reliability, safety, security, and 

maintainability. [2] further define these properties as:  

• Availability: The system's readiness to provide correct 

service when needed.  

• Reliability: The continuity of correct service over time, 

ensuring consistent performance.  

• Safety: The absence of catastrophic consequences on 

users or the environment.  

• Security: The protection of information and systems from 

unauthorized access or damage.  

• Maintainability: The ease with which the system can be 

repaired, updated, or modified.  

 

The dependability of a system according to [6] is defined as 

“the system’s ability to avoid service failures that are more 

frequent and more severe than is accepted”. Dependable 

cloud systems should deliver the correct services. Correct 

service is delivered when the service implements the system 

function it was designed for [6]. Service failures occur when 

a system transitions from correct service to incorrect service. 

 

Many means have been developed to ensure that 

dependability in computer systems is attained. These means 

can be grouped into the following categories [6]: 

• Fault Tolerance: Implement redundancy, backup 

systems, and failover mechanisms to minimize the 

impact of failures.  

• Monitoring and Alerting: Continuously monitor cloud 

resources and infrastructure to detect and address 

potential issues proactively.  

• Security Measures: Implement robust security controls, 

including firewalls, intrusion detection systems, and 

access controls, to protect against security threats.  

Paper ID: SR25605113318 DOI: https://dx.doi.org/10.21275/SR25605113318 565 

http://www.ijsr.net/
mailto:imranalam504@gmail.com


International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Impact Factor 2024: 7.101 

Volume 14 Issue 6, June 2025 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

• Performance Optimization: Optimize resource 

allocation, network configuration, and application 

design to ensure optimal performance and availability.  

• Collaboration and Communication: Establish clear 

communication channels and collaboration mechanisms 

between cloud providers and users to address issues 

effectively.  
 

Fault prevention and fault tolerance techniques are aimed at 

ensuring that the services provided by a computer system can 

be trusted, while fault removal and fault forecasting are aimed 

at reaching confidence in the ability for services to be trusted 

by justifying that the functional and dependability 

specifications are adequate and that the system is likely to 

meet the specifications and functions [6]. 

 

3. Systems Failures 
 

"System failure" are caused by breakdown, malfunction, 

error, defect, collapse, and crash. [7] define faults as 

“a fault is a defect or problem in a system that causes it to fail 

or act abnormally. A fault is the fundamental damage of the 

normal system operation, faults cause errors.” 

 

Tolerance techniques need to be implemented or built into a 

system to ensure that failures are camouflaged and the system 

is failure-free and this is true for cloud systems. So, the fault 

tolerance systems are developed. Fault tolerance is a system's 

ability to continue operating effectively, even in the face of 

hardware or software failures [7]. 

 

Fault tolerance is critical for cloud systems to permit cloud 

users to continue accessing the needed cloud services even in 

the presence of cloud failures [8]. The figure below represents 

how faults cause errors and this, in turn, results in system 

failure. 

 

 

 

 

 
Figure 1: Adapted from [8] 

 

There are four kinds of system faults, each fault is briefly 

described below [7]: 

a) Transient faults: occur as a result of some temporary 

condition affecting the system. In cloud computing, this 

includes conditions such as network connectivity failures 

and service unavailability. Transient faults disappear as 

soon as they are rectified. Transient faults can also be 

resolved by restarting system components.  

b) Intermittent faults: occur randomly at irregular 

intervals and they normally resemble malfunctioning of 

a system, hardware device, or component. Intermittent 

faults are extremely difficult to diagnose and resolve 

permanently. An example could be a hard disk that stops 

functioning as a result of temperature fluctuations but it 

returns to normal at some stage.  

c) Permanent faults: These faults continue to exist until 

the root cause of the fault is found and resolved. These 

faults normally occur as a result of a complete 

malfunction of a system component, and it is normally 

straightforward to diagnose permanent faults.  

d) Byzantine faults: These faults are the hardest to detect. 

With Byzantine Faults, a system component might 

behave illogically and provide incorrect results to the 

client. This can be a result of a corrupted internal state of 

a system, data corruption, or incorrect network routes. 

They are extremely hard and expensive to handle. 

 

4. Building Fault - Tolerant Cloud Systems: 
 

The previous sections have introduced the basic concepts of 

dependability and the need for dependable cloud systems. 

This section will delve deeper and look at two main 

approaches that are used to build failure-free cloud systems. 

Understanding failure in cloud systems helps cloud service 

providers and cloud system developers build cloud systems 

that are resilient and able to continue even if there is a failure. 

Building cloud systems for failure involves using fault 

tolerance techniques to ensure that cloud systems continue 

operating even in the event of a failure. [9] theorises that fault 

tolerance ensures more availability and reliability of cloud 

services during application execution. 

 

systems that may occur either due to hardware failure or 

software faults [8]. Fault tolerance is especially crucial in 

cloud platforms as it gives assurance regarding the 

performance, reliability, and availability of cloud applications 

and services. It is therefore important to understand fault 

tolerance in order to build failure-free cloud systems. Fault-

tolerant systems can continue responding to client requests 

even when certain parts of a system are experiencing failures. 

There are two common approaches used to build resilient 

cloud systems. The first approach is the reactive approach. 

With this approach, the influence of the failure on the cloud 

system is decreased after the fault or failure has occurred [8]. 

The following techniques are used to achieve reactive fault 

tolerance: 

 

Check Pointing: Regular snapshots of the system state are 

taken, allowing for a rollback to a stable state in the event of a 

failure [11]. This method acts as a time machine for the system, 

where it can "go back in time" to a moment before things go 

wrong. By periodically saving the state of the system, 

checkpointing minimizes data loss and recovery time, 

facilitating a quick return to normal operations after a fault is 

detected [12]. 
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Figure 2: Adapted from [12] 

 

Replication: Data replication across different geographical 

locations ensures that a copy of the data is always available, 

even if one site goes down [7]. This is crucial for disaster 

recovery and maintaining data availability [8]. 

 

BIST (Built – In – Self - Test): This technique enables systems 

to conduct automatic diagnostics to detect hardware failures 

promptly [10]. By regularly checking their own health, systems 

can identify potential issues before they escalate, ensuring that 

maintenance can be performed proactively rather than 

reactively. This self-awareness is key to minimizing downtime 

and maintaining system integrity [15]. 

 

TMR (Triple Modular Redundancy): A method where three 

systems run in parallel; if one fails, the other two can continue 

to provide uninterrupted service [9]. This redundancy ensures 

that the system remains operational even in the face of hardware 

failure, making it an essential strategy for critical applications 

where downtime is not an option. The automatic failover 

process ensures a seamless transition with no service 

interruption [8]. 

 

 
Figure 3: Adapted from [24] 

 

Load Balancing: In computing, load balancing is the process 

of distributing a set of tasks over a set of resources 

(computing units), with the aim of making their overall 

processing more efficient. Load balancing can optimize 

response time and avoid unevenly overloading some compute 

nodes while other compute nodes are left idle. [16]. In cloud 

environments, load balancing is used to distribute workloads 

across multiple virtual machines and ensure high 

availability and scalability. These resources could be virtual 

machines, physical servers, and frameworks [17]. Load 

balancing mechanisms are considered to be one of the best 

fault-tolerance methods in cloud computing because these 

methods provide easy logical resource management in cloud 

computing environments [16]. Load balancing allows for 

easy scaling of applications by adding or removing servers 

as needed. Load balancers use different algorithms to 

distribute traffic, such as round-robin, least connections, and 

IP hash.  
 

Self-Healing: Self-healing in cloud computing refers 

to systems that can automatically identify and resolve issues, 

like performance degradation or component failures, without 

human intervention [7]. Numerous instances of the same 

application run on various Virtual Machines; this ensures that 

the failure of the application's instances are handled 

automatically. This method permits the cloud system to 

recognize and heal from problems occurring, without 

depending on the administrator [8]. 

 

Rescue Workflow: Rescue workflow techniques are aimed at 

solving fault tolerance for workflow-based systems. The 

workflow is allowed to continue even if the task fails until it 

becomes impossible to continue without attending to the 

failed task [7]. 

 

Preemptive Migration: This technique prevents the system 

components that are about to fail from impacting the 

performance of the system [7]. This is achieved through 

monitoring and by moving components away from nodes that 

are about to fail and run them on more stable nodes. This 

method uses a feedback loop to constantly monitor and 

analyse applications for failure [8]. 

 

Job Migration: This technique involves migrating tasks that 

have failed to execute on a specific physical resource because 

of component failure onto a different physical resource [8]. 

 

A third method for building fault-tolerant cloud systems 

called the Resilient Fault Tolerance method. This approach is 

proposed by [7]. Resilient fault tolerance methods involve 

building intelligent cloud systems. These cloud systems can 

predict failure in the cloud system and respond to failure 

automatically without human intervention. These smart cloud 

systems can learn failures and the appropriate response to the 

failure by using Machine Learning and Artificial Intelligence. 

The use of resilient fault tolerance techniques for cloud 

systems is leading to the development of cloud systems that 

are termed smart clouds [7]. 

 

All the techniques mentioned above are aimed at developing 

architectures and services that are highly available, scalable, 

secure, and fault-tolerant [22] to ensure that the services 

provided by cloud systems are failure-free. These approaches 

bring about a justifiable level of trust in the cloud systems and 

services provided by cloud service providers. 
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5. Related Work 
 

The previous sections introduced the concepts of 

dependability and fault- tolerance as a means to build failure-

free clouds. This section will look at what other researchers 

have written or done concerning the subject of fault-free 

cloud computing architectures. 

 

In [5] Fault Tolerance Policies (Reactive and Proactive 

Policies) are suggested as a means of building failure-free 

clouds. The policies in [5] can be applied to hardware and 

software. These techniques are quite complex to implement 

and might introduce points of failure in a cloud system due to 

the nature of their complexity. 

 

In [18] the use of an Artificial Neural Network for fault 

detection and a heartbeat detection strategy is proposed. This 

is rather complex and might need specialized skills to 

manage. This complexity in itself makes it difficult to manage 

this implementation. [22] define a heartbeat as a cluster 

management software that enables a cluster infrastructure to 

identify its hosts, active and inactive, by periodic message 

exchanges. 

 

In [19] a hybrid cloud using open-source software to 

implement fault tolerance is proposed. [21] used an 

architectural approach to effectively represent and analyse 

fault-tolerant software systems. This solution relies on 

exception handling to tolerate faults associated with 

component and connector failures, architectural mismatches, 

and configuration faults. The approach by [21] is more 

focused on software systems. 

 

Antifragility is a technique proposed by [24], the proposal by 

[24] suggests the use of failure induction techniques which 

are comprised of monitoring and learning mechanisms. 

Antifragility is a phenomenon that proposes that systems can 

be strengthen when they are exposed to aberrant conditions in 

their operating environment. This technique is not very 

different from chaos engineering which proposes the 

experimental injection of faults into systems in production so 

as to observe the behaviour of the system and come up with 

resilient solutions that enable the system to operate under 

aberrant conditions [25]. Through exposure to shocks and 

knocks the system is able to adjust and adapt to these 

conditions [24]. 

 

[25] posits that chaos engineering is one technique that can be 

used to build reliable cloud systems by injecting faults in the 

system while it is in production. Chaos engineering is widely 

used at Netflix, [25] further states that other cloud service 

providers use this technique but use other names to describe 

the same phenomenon. 

 

6. N-Segmental Redundancy 
 

The previous section looked at some of the research that has 

been done in terms of fault tolerant computing. These 

techniques are rather complex and bring in overheads in terms 

of processing and the cost of the  

 

infrastructure and daily operation. This section will focus on 

redundancy as a solution for providing failure free clouds. 

Redundancy implementation topologies are discussed. Cloud 

computing is distributed in nature and this in itself brings in 

complexity. We propose the use of N+1 Segmental 

redundancy especially for hardware redundancy. 

 

Redundancy may be applied to hardware, information, and 

software that governs the operations of a cloud system. 

Various configurations of redundant system design may be 

used based on the cost, performance, associated risk, and 

management complexity. These configurations take various 

forms, such as N, N+1, N+2, 2N, 2N+1, 2N+2, 3N/2. These 

multiple levels of redundancy topologies are described as N-

Segmental Redundancy [23]. [23] further breaks down the 

building blocks of N-Modular redundancy by describing them 

as follows: 

1) In N-Segmental Redundancy (NSR), N refers to the bare 

minimum number of independent components required to 

successfully perform the intended operation.  

2) N+X refers to a redundant system that contains X number 

of spare components to act as an independent backup 

when the primary component fails to operate as intended.  

3) YN refers to the number of times the capacity is available 

to replace the entire set of original components.  

4) YN+X refers to the combination of the above two 

topologies (N+X and YN).  

5) AN/B refers to a shared redundancy topology, where A 

amount of backup capacity is available for total B 

amount of load or original components. 

 

The choice of the redundancy topology largely depends on what 

level of availability is required. Redundancy brings in extra cost 

and complexity in cloud systems. It is critical that organisations 

consider the level of availability required and they should be 

able to take on the risk of increased cost and system complexity. 

 

Redundancy systems may offer Active, Passive, Load Sharing, 

or Standby configuration. Active redundancy means that the 

redundant component is operating simultaneously with the 

primary component, but the secondary component or node is 

only used when the primary component fails. The Passive 

component is switched on only after the original component 

fails. The Standby redundancy component fills in the 

availability gap temporarily until the issue with the primary 

component is resolved. Additional load-sharing redundancy 

may be applied to offer partial redundancy in meeting the 

necessary resilience goals in an event that there is an increase in 

workloads leading to the stressing of the cloud system [23]. The 

load balancing mechanism should detect this increase and 

distribute the workload to other standby nodes to ease the stress 

on the cloud system. This will in turn lead to improved quality 

of service in terms of the response time experienced by the cloud 

consumer. 

 

7. Architectural Diagrams 
 

The above sections have mostly given descriptions of the N-

Segmental Redundancy architectures. In this section, we 

present the architectural diagrams of some of the N-Segmental 

Redundancy architectures as a way of qualifying the concepts 

described above. In this section, we present the architecture 

when N=1, N+1 and 2N+1. When N=1, the failure of the Virtual 

Machine (VM1) will mean that the cloud system will not be 
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accessible. Users will not be able to perform any computing 

functions on the system until VM1 is restored. 

 

 
Figure 4: N=1, adapted from [26] [27] 

 

 
Figure 5: N+1, adapted from [26] [27] 

 

In the figure above, the N+1 architecture is shown. In this 

architecture, VM2 can either be live or on standby. When both 

virtual machines are live, the load is shared between the two 

virtual machines. Data is replicated between VM1 and VM2 

so that if VM1 has a problem, the load can be transferred to 

VM2 and users will continue operating without noticing a 

significant shift in the performance of the cloud system. 
 

 
Figure 6: 2N+1, adapted from [26][27] 

 

In the architecture shown above, VM1, VM2 and VM3 are all 

connected, data is replicated amongst the virtual machines. 

The load can be shared amongst the three virtual machines to 

improve the performance of the virtual machine. VM1 and 

VM2 can be in production while VM3 is on standby, VM3 

will move into live status if there is a problem with VM1 or 

VM2 and in some cases VM1 and VM2 can have a problem 

at the same time. In such a scenario VM3 will be live while 

errors on VM1 and VM2 are resolved. 

 

8. Conclusion 
 

In this paper we introduced the notion of dependability in 

cloud computing and proceeded by explaining the failures 

that affect computing and the methods that can be used to 

build failure free clouds. We propose the use of N+1 

Segmental Redundancy topologies for designing and 

implementing failure free clouds. We also state that the 

topology chosen depends on the level of availability or 

dependability that should be gained from the cloud system. 

We further show examples of the architural diagrams as proof 

of concept. 
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