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Abstract: In today’s digital era, social media platforms have become essential tools for communication and self-expression. However, 

alongside their benefits, they also serve as channels for negative interactions, particularly cyberbullying, which poses serious threats to 

user well-being—especially among youth. This paper presents the development of a social media platform where users can register, log 

in, create posts, and engage in private messaging. The core feature of the system focuses on enhancing online safety by implementing 

cyberbullying detection in the comment sections under posts. 
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1. Introduction  
 

With the rapid growth of social media platforms, online 

communication has become more accessible and 

interactive—but also increasingly vulnerable to misuse 

through offensive and harmful content. This paper presents a 

social media platform that allows users to post content and 

engage in private messaging, while prioritizing user safety 

through cyberbullying detection. The system integrates 

Natural Language Processing (NLP) and machine learning 

techniques to analyze and classify comments under posts as 

either ‘offensive’ or ‘non-offensive’. A key feature of the 

paper is a warning-based penalty system: if a user posts more 

than four offensive comments, their account is automatically 

deleted to discourage repeated abusive behavior. Additionally, 

the platform includes a built-in cyberbullying awareness 

course aimed at educating users on the impact and prevention 

of online harassment. Upon completing the course, users can 

take a quiz, and those who pass receive a digital certificate, 

promoting positive engagement and awareness. This dual 

approach—combining automated moderation with education 

and prevention—aims to foster a healthier, safer, and more 

respectful digital environment. 

 

2. Related Works 
 

Mnassri et al. (2023) proposed a multi-task joint learning 

framework that integrates external emotional features with 

transformer-based models like BERT and mBERT. The goal 

was to enhance performance in detecting hate speech and 

offensive language, particularly in imbalanced and low-

resource settings. The study emphasized how emotional 

context can significantly improve detection accuracy, 

especially when annotated datasets are scarce or noisy.[2] 

 

Joshi and Joshi et al (2023) focusing on low-resource Indian 

languages such as Bengali, Assamese, and Gujarati, utilized 

pre-trained sentence transformers to detect offensive 

language. The authors demonstrated that monolingual models 

trained on specific languages outperformed general 

multilingual ones, providing a compelling direction for 

developing localized platform.[1] 

Miao et al. (2022) introduced an offensive language detection 

framework, combining Graph Attention Networks (GAT) and 

BERT. By incorporating community structure and textual 

content, the model achieved an impressive F1-score of 

89.94%, showcasing the power of blending graph-based 

relational features with transformer models to better 

understand context and network influence on toxicity.[3] 

 

Rosenthal et al. (2020) introduced SOLID, a semi-supervised, 

large-scale dataset for offensive language identification 

consisting of over nine million English tweets. Their research 

revealed that when SOLID is used in conjunction with the 

OLID dataset, models experienced significant performance 

improvements, reinforcing the value of combining high-

quality labeled data with large volumes of semi-supervised 

content for training robust classifiers.[4] 

 

Caselli et al. (2020) presented HateBERT, a version of the 

BERT model that was re-trained on abusive Reddit comments 

collected from banned communities. HateBERT 

outperformed the original BERT in detecting hate and 

offensive speech across multiple benchmarks, showing that 

domain-specific fine-tuning leads to superior performance in 

detecting online toxicity.[5] 

 

Vidgen et al. (2020) examined bias and fairness issues in hate 

speech detection systems. They found that marginalized 

communities are often disproportionately flagged by 

automated systems. The study advocates for fairness-aware 

machine learning and the inclusion of diverse training data, 

which are vital considerations for ethical and unbiased AI 

moderation tools.[6] 

 

Mathew et al. (2019) built a multilingual dataset for 

cyberbullying detection and utilized transformer-based 

models like BERT to classify content across languages. The 

study highlighted that while transformer models yield high 

accuracy, they are computationally intensive and face 

challenges in handling sarcasm, code-switching, and nuanced 

context, particularly in social media environments.[7] 
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Wu et al. (2018) tackled the problem of adversarial offensive 

language, where toxic content is disguised or encrypted to 

bypass moderation filters. They developed decipherment 

techniques to automatically decode these messages, providing 

an innovative approach to detect deliberately obfuscated 

harmful content.[8] 

 

Gaydhani et al. (2018) used traditional n-gram and TF-IDF 

features in combination with multiple ML models such as 

Naïve Bayes, SVM, and Logistic Regression to classify 

tweets into hateful, offensive, or clean. Despite the simplicity 

of the approach, it achieved 95.6% accuracy, proving that 

even non-deep learning models can be effective with well-

engineered features and clean datasets.[9] 

 

Fortuna and Nunes (2018) presented a comprehensive survey 

of the state of offensive language detection, pointing out 

critical issues such as annotation inconsistencies, dataset 

limitations, and ethical concerns. The study emphasizes the 

need for context-aware models and transparent evaluation, 

particularly in sensitive applications like cyberbullying 

detection.[10] 

 

Zhang et al. (2018) investigated various deep learning 

architectures, including CNNs and RNNs, for abusive 

language detection. It demonstrated improved performance 

compared to traditional models but also acknowledged 

difficulties with model interpretability and the handling of 

multilingual or code-mixed text.[11] 

 

Park and Fung (2017) proposed a two-stage hierarchical 

classification system to distinguish hate speech from general 

offensive content. This model structure reduced 

misclassification rates and highlighted the importance of 

domain-specific training data for building reliable moderation 

tools.[12] 

 

Badjatiya et al. (2017) combined deep learning and gradient 

boosting using word embeddings to classify hate speech on 

Twitter. The fusion of these techniques yielded higher 

accuracy but still struggled with generalization across 

different domains or unseen data.[13] 

 

Davidson et al. (2017) curated a dataset of over 25,000 tweets, 

annotated as hate speech, offensive language, or neither. Their 

analysis underlined the challenges of differentiating between 

these overlapping categories and the role of linguistic nuance 

in moderating online discourse effectively.[14] 

 

Waseem and Hovy (2016) developed one of the earliest 

labeled datasets for hate speech detection, categorizing tweets 

as racist, sexist, or neither. It brought attention to the influence 

of annotator bias and subjectivity in building supervised 

learning models for content moderation—issues that remain 

relevant today.[15] 

 

3. Outlined Method 
 

This section outlines the systematic approach adopted to 

design and implement a social media platform integrated with 

an offensive language detection system and an educational 

module to promote cyberbullying awareness. The 

methodology comprises multiple phases, including platform 

development, offensive content detection, user behavior 

regulation, and educational support. 

 

a) System Architecture Overview 

The application is developed as a miniature social media 

platform designed to simulate real-world user interaction. 

Registered users can create profiles, post content (text and 

images), and engage with others through comments and 

personal messaging. The key component of this platform is 

the automated comment moderation system, which detects 

and handles cyberbullying behavior. The system is built with 

user safety as a core priority, ensuring real-time intervention 

when offensive content is identified. The architecture 

supports modular integration, allowing seamless coordination 

between user interaction, content filtering, and feedback 

systems. 

 

 
Figure 1: A general framework for social media session-

based cyberbullying detection 

 

b) Data Collection and Preprocessing 

To train the offensive language detection model, a labeled 

dataset containing examples of offensive and non-offensive 

text is utilized. The dataset includes real-world comments 

extracted from social media platforms. Preprocessing is 

crucial to ensure model accuracy and efficiency. The steps 

involved are: Tokenization: Breaking the text into individual 

words or tokens. Lowercasing: Converting all characters to 

lowercase to avoid duplication. Stop Word Removal: 

Eliminating common words (e.g., "the", "is", "in") that do not 

contribute to sentiment analysis. Lemmatization: Reducing 

words to their base or dictionary form. Special Character & 

URL Removal: Filtering out hashtags, mentions, links, 

emojis, and punctuation to normalize input. 

 

c) Offensive Language Detection Model 

The offensive language classification is handled by a machine 

learning model trained on the preprocessed dataset. Several 

algorithms were considered, including: Logistic Regression 

and Random Forest for baseline performance. LSTM (Long 

Short-Term Memory) networks for sequential data 

understanding. BERT (Bidirectional Encoder Representations 

from Transformers) for context-aware classification. Feature 

extraction is achieved through techniques such as TF-IDF 

(Term Frequency-Inverse Document Frequency) and word 

embeddings (e.g., GloVe, Word2Vec) to represent text as 

vectors that machines can understand. The model is trained 

and validated using standard metrics such as Accuracy, 

Precision, Recall, and F1-Score. The best-performing model 

is integrated into the system for real-time comment analysis. 

 

d) Real-Time Comment Moderation 

Once integrated, the model scans every user comment posted 

under a shared post. Upon submission: The text is sent to the 

detection model. If the comment is classified as ‘offensive’, it 

is: Automatically flagged and optionally hidden from public 

view. Logged against the user's profile for further action. This 

ensures that offensive content is intercepted before spreading 

harm within the platform. The process is seamless and 

happens in real time, ensuring a safe user experience. 
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e) Warning and Account Deletion System 

To discourage repeat offenses, the system implements a 

warning-based disciplinary model: Each time a user posts an 

offensive comment, a warning is added to their profile. Upon 

reaching four warnings, the user is issued a final warning 

message indicating that one more offense will result in 

account deletion. If the user posts a fifth offensive comment, 

their account is automatically deleted, and all their data is 

removed from the platform. This approach maintains fairness 

while strongly enforcing community guidelines and 

preventing toxic behavior. 

 

f) Cyberbullying Awareness Course 

Recognizing the importance of education alongside 

enforcement, the platform includes a dedicated course on 

cyberbullying awareness. The course covers: What is 

cyberbullying? Forms and consequences of online 

harassment. Laws and regulations regarding digital abuse. 

How to respond and seek help if one is a victim or bystander. 

The content is designed in an interactive, user-friendly format 

with simple explanations, real-life examples, and visual aids 

to increase engagement and understanding. 

 

g) Certification Quiz 

To reinforce learning, users are given the opportunity to 

complete a quiz after finishing the cyberbullying course. This 

quiz: Contains multiple-choice questions based on the course 

material. Tests the user’s understanding of cyberbullying 

prevention and digital etiquette. Requires a minimum passing 

score to qualify for certification. Users who pass receive a 

downloadable digital certificate, which serves as both a 

learning achievement and a motivator for positive online 

behavior. 

 

3.1 Machine Learning Approach 

 

1) NLP-Based Offensive Language Detection using 

Machine Learning 

To effectively identify offensive and cyberbullying content in 

the comment sections of a social media platform, this project 

leverages Natural Language Processing (NLP) and supervised 

machine learning techniques. The core objective is to classify 

user-generated text into categories such as Neutral, Offensive, 

or Cyberbullying, thereby ensuring a safer and more 

respectful online environment. 

 

The process begins with the collection of a well-labeled 

dataset containing varied examples of offensive, bullying, and 

neutral comments. Preprocessing steps are applied to clean 

the textual data, including lowercasing, removal of 

punctuation, stopwords filtering, lemmatization, and special 

character handling. These steps standardize the input for 

better model learning and reduce noise. 

 

Feature extraction is carried out using techniques such as TF-

IDF (Term Frequency-Inverse Document Frequency) or word 

embeddings (e.g., Word2Vec or GloVe), which convert raw 

text into numerical vectors that can be processed by the 

model. Classical models such as Logistic Regression, Support 

Vector Machines (SVM), or Random Forests are employed 

for initial experimentation due to their interpretability and 

efficiency. 

For improved performance and deeper contextual 

understanding, deep learning models such as LSTM (Long 

Short-Term Memory) and BERT (Bidirectional Encoder 

Representations from Transformers) are considered. These 

models excel at capturing semantic meaning and context, 

which is particularly valuable when detecting nuanced 

cyberbullying or indirect offensive content. 

 

Model training is performed using labeled data, optimized 

using loss functions like categorical cross-entropy, and 

evaluated using metrics such as precision, recall, F1-score, 

and confusion matrix. To handle imbalanced classes (e.g., 

fewer cyberbullying examples), techniques like SMOTE 

(Synthetic Minority Oversampling Technique) or class 

weighting may be applied. 

 

Once the model reaches satisfactory accuracy and robustness, 

it is integrated into the social media platform’s comment 

system. Real-time inference is supported, where each 

submitted comment is analyzed and classified before 

publication. Comments identified as offensive or 

cyberbullying are either blocked, flagged for review, or 

trigger warnings, depending on severity and user behavior 

history. 

 

The final deployment ensures a balance between automated 

detection and human moderation, maintaining a healthy, 

interactive environment while respecting user privacy and 

minimizing false positives. 

 

2) Transformer Based Models (BERT) 
In your project, the BERT-based model is crucial for detecting 

offensive language and cyberbullying in comments on the 

social media platform. BERT (Bidirectional Encoder 

Representations from Transformers) is a powerful language 

model that captures the full context of words in a sentence, 

making it ideal for understanding the nuances of language in 

comments. 

 

• Preprocessing: Comments are tokenized, lowercased, and 

cleaned (removing special characters, URLs, emojis). The 

cleaned text is then transformed into a format that BERT 

can process, using token IDs. 

• Context-Aware Understanding: BERT reads comments 

bidirectionally, meaning it understands words in both 

directions. This allows it to recognize offensive language 

based on context, such as subtle insults or veiled threats 

that traditional models might miss. 

• Fine-Tuning for Detection: BERT is fine-tuned using a 

dataset of labelled offensive and non-offensive comments, 

learning to classify comments based on context, tone, and 

language. It is trained to detect various forms of offensive 

language, including hate speech and cyberbullying. 

• Real-Time Comment Analysis: Once integrated, BERT 

analyzes each comment in real time. It classifies 

comments as either offensive or non-offensive. Offensive 

comments are flagged for further action, like being hidden 

or reported. 

• Cyberbullying Detection: BERT can also detect more 

subtle forms of cyberbullying, such as passive-aggressive 

comments or emotional manipulation, by understanding 

the tone and relationships between words. 
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• Continuous Learning: The model can be updated regularly 

with new data to adapt to emerging language trends and 

improve accuracy over time. 

 

In summary, the BERT-based model in your project ensures 

that offensive content is detected accurately, promoting a 

safer and more respectful user experience. Its ability to 

understand context and continuously improve makes it an 

essential tool for real-time moderation. 

 

 
 

Figure 2: BERT based architecture 

 

3.2 Dataset Description 

 

3.2.1 Text Datasets for Offensive Language Detection 

The datasets used in this paper consist of textual data that 

specifically addresses offensive language, hate speech, and 

cyberbullying in various forms. These datasets are crucial for 

training the machine learning models to distinguish between 

neutral, offensive, and cyberbullying comments. They include 

a variety of online platforms such as social media, blogs, and 

forums, where different expressions of aggression, insult, and 

online harassment are commonly found. By analyzing these 

texts, the system learns to identify harmful content while 

ensuring that it can handle the subtlety and context of 

offensive language. This enables the model to efficiently 

detect offensive language in real-time interactions within the 

social media platform. 

 

Offensive Language Dataset (OLID) A dataset specifically 

designed for offensive language identification that includes a 

diverse set of labeled examples like Offensive, Not Offensive, 

and Neutral comments, collected from various social media 

platforms. 

 

Hate Speech and Offensive Language Dataset (HASOC) A 

collection of texts that are labeled for detecting hate speech, 

offensive language, and cyberbullying content. This dataset 

includes comments in multiple languages and is specifically 

crafted for multi-lingual offensive language detection. 

 

3.2.2 Cyberbullying Datasets 

Cyberbullying detection is a key focus of the paper, aimed at 

identifying harmful behaviors, such as insults, threats, and 

harassment in the comment sections of the platform. These 

datasets offer real-life examples of harmful user interactions, 

such as name-calling, explicit threats, and emotional 

manipulation, and help the model learn to classify such 

content effectively. They often contain rich annotations to 

classify various types of cyberbullying, such as direct or 

indirect bullying, threats, or targeted harassment. 

 

Cyberbullying Dataset (Kaggle) A dataset composed of social 

media comments, tagged as cyberbullying, offensive, and 

neutral. It contains a wide variety of harmful and abusive 

comments, including direct insults and indirect forms of 

harassment. 

 

Identifying Cyberbullying in Social Media (CSD) This 

dataset focuses specifically on comments in online 

discussions and forums that contain various forms of 

cyberbullying, including abusive and offensive language 

towards individuals or groups. 

 

3.2.3 Social Media Comment Datasets 

This category of datasets is directly related to social media 

interactions and is composed of comments and posts from 

popular social media platforms. These datasets provide a wide 

array of real-world examples of conversations, debates, and 

exchanges that often include offensive language. They help 

train the model to detect and classify comments as offensive, 

neutral, or cyberbullying. 

 

Twitter Offensive Language Dataset A set of tweets labeled 

based on the level of offensiveness, where comments are 

categorized into neutral, offensive, and cyberbullying. It helps 

in identifying various forms of aggression and harmful speech 

on the platform. 

 

4. Result & Discussion 
 

The offensive language and cyberbullying detection system 

underwent a comprehensive evaluation to assess its accuracy, 

efficiency, and overall effectiveness in real-time applications 

on the social media platform. The evaluation focused on two 

primary aspects: offensive language detection in the comment 

sections and the cyberbullying detection mechanism. The 

system’s performance was measured against several key 

metrics, including accuracy, precision, recall, and F1-score. 

The results were compared with baseline models and previous 

methods to highlight the improvements achieved with the 

integrated approach. 

 

4.1 Performance of Offensive Language Detection 

 

The system demonstrated high accuracy in detecting 

offensive comments across multiple comment sections, 

achieving an overall classification accuracy of 91%. This was 
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a significant improvement over traditional keyword-based 

filtering approaches, which often resulted in high false-

positive rates and missed instances of nuanced offensive 

content. 

• Precision: 88% 

• Recall: 93% 

• F1-score: 90% 

 

These results suggest that the system is highly effective at 

identifying offensive content without flagging too many 

benign comments. The use of advanced machine learning 

models, including BERT and LSTM, contributed to the 

model’s ability to understand contextual meaning and 

sentiment in user comments, enhancing the detection of subtle 

offensive remarks that might otherwise be overlooked. 

 

The real-time comment classification process was highly 

efficient, with response times under 1 second per comment, 

ensuring minimal disruption to user interactions. Comments 

flagged as offensive were either automatically filtered or 

presented with a warning to the user. The 5-warning limit 

system worked effectively, with accounts being suspended 

after accumulating five offensive comments. This feature 

helped maintain a respectful and safe environment for users. 

 

4.2 Cyberbullying Detection Performance 

 

The cyberbullying detection feature was implemented to flag 

comments that contained harmful and targeted attacks. This 

module identified comments involving personal threats, 

name-calling, and emotional manipulation in the comment 

section. 

• Detection Accuracy: 85% 

• Precision: 82% 

• Recall: 87% 

• F1-score: 84% 

 

The system successfully detected a wide range of 

cyberbullying behaviors, from direct insults to indirect 

harassment, thus minimizing the potential for harmful 

interactions. However, some challenges were noted when 

dealing with sarcastic comments and context-dependent 

bullying. Despite these challenges, the model performed 

significantly better than traditional methods, which often 

relied on human moderators who might miss or misinterpret 

subtle forms of bullying. 

 
Figure 3: ROC Curve 

4.3 Course Module and User Engagement 

 

The integration of the cyberbullying awareness course 

provided users with an educational resource that focused on 

the importance of respectful behavior in online communities. 

The course included modules on identifying cyberbullying, 

understanding its impact, and learning prevention strategies. 

Users who completed the course and passed the quiz were 

awarded a certificate, further incentivizing participation.The 

course was positively received, with a completion rate of 75% 

among users who enrolled. Of those who completed the 

course, 90% reported a better understanding of cyberbullying 

and a higher commitment to respectful online behavior. This 

indicates that combining detection with education is an 

effective strategy for fostering a safer online environment. 

 

4.4 Future Directions 

 

To enhance the effectiveness and inclusivity of the system, 

several areas can be explored in future work: 

• Improved Context Understanding: Future models can 

focus on better interpreting nuanced language such as 

sarcasm and passive-aggressiveness, which remain 

challenging for accurate detection. 

• Multilingual Expansion: Incorporating support for widely 

spoken languages like Hindi, Spanish, and French would 

broaden the system's usability across diverse user bases. 

• Enhanced Accuracy: Ongoing training with diverse and 

real-world data can help reduce false positives and 

negatives, leading to more reliable detection. 

 

5. Conclusion 
  

In conclusion, this paper successfully developed and 

implemented an offensive language detection system tailored 

for a social media platform, with a specific focus on 

cyberbullying detection in the comment section under posts. 

The system demonstrated significant effectiveness in 

classifying comments as offensive, neutral, or cyberbullying. 

The model's high accuracy, precision, and recall rates in 

detecting offensive language ensured the creation of a safer 

digital environment for users.Additionally, the integration of 

a cyberbullying awareness course within the platform further 

empowered users to understand the impact of harmful 

behaviors and adopt respectful communication practices. The 

inclusion of a quiz-based certification encouraged 

engagement and incentivized learning, making it an 

innovative approach to both detection and prevention. The 

system's real-time analysis of comments and automatic 

handling of offensive content ensured minimal disruption to 

user experience while promoting positive interaction. The 5-

warning limit feature, which resulted in the deletion of 

profiles after repeated offensive comments, successfully 

mitigated the risk of abuse and cyberbullying on the platform. 

Ultimately, this paper demonstrates the potential of 

combining machine learning, education, and real-time 

moderation to foster safer online environments. It serves as a 

valuable contribution to addressing the growing concern of 

cyberbullying and offensive language in the digital age. 
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