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Abstract: In this project, we present a hybrid model adopting deep-learning techniques for sentiment categorization and emotion 

correlation mining using RoBERTa and LSTM. The model applies LSTM architectures to learn and predict sequences and to tokenize 

and embed contextual words with RoBERTa. The intuitive GUI from the model is claimed to improve classification accuracy. 
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1. Introduction  
  

This study introduces a hybrid deep learning framework that 

combines RoBERTa with Long Short-Term Memory (LSTM) 

networks to improve sentiment classification. RoBERTa is 

utilized for its strength in capturing contextual word 

relationships, while LSTM effectively processes sequential 

data. By layering these models, the approach enables a more 

detailed and accurate identification of emotional tones within 

text. The model is trained and evaluated through a graphical 

user interface (GUI) using established benchmark datasets, 

including Sentiment140, IMDB, and the Twitter US Airline 

Sentiment dataset. The primary objective is to create a reliable 

and intuitive sentiment analysis system capable of extracting 

emotional insights from textual content and supporting 

emotion correlation analysis. 

 

2. Related Works 
 

Myasar Tabany et (2024) This research assesses the efficacy 

of Support Vector Machines (SVM) in sentiment analysis and 

the identification of fraudulent evaluations in product reviews 

on Amazon. SVM was the most accurate model, according to 

the researchers, who used 130 million English reviews from 

the US market on Amazon. After hyperparameter 

optimization, the accuracy increased to 93%. Shorter reviews 

are classified more accurately, according to the study, which 

also indicated that review length influences categorization 

accuracy. It also emphasized the drawbacks of using 

unlabelled data in supervised learning methods. In order to 

detect fraudulent reviews more reliably, the researchers 

advise combining behavioural features and investigating 

semi-supervised or unsupervised learning strategies.[1] 

 

Jia Guo (2022) In the research conducted, Jia Guo applies the 

Deep Learning Assisted Semantic Text Analysis (DLSTA) 

model for finding human emotions within vast textual data. It 

analyzes text to find emotion using word embeddings and 

Natural Language Processing (NLP). It uses support vector 

machines for pre-processing, classification and feature 

extraction. The DLSTA model beats the latest techniques with 

97.22% detection rate and 98.02% classification rate. The 

article ends with a discussion on the prospect of the DLSTA 

model to recognize emotions and remarks for future research 

to intensify emotion detection.[2] 

Muhammet Sinan Başarslan et (2021) In this study, machine 

learning and deep learning techniques are used to carry out 

sentiment analysis on the Twitter, IMDB, and Yelp datasets. 

The importance of sentiment analysis is underscored as a 

means for comprehending public opinion via social media. 

Sentences were represented in traditional methods and also 

by-word embedding techniques such as Word2Vec, Global 

Vector, and Bidirectional Encoder Representation. The better 

accuracy achieved by deep learning algorithms, in particular 

employing BERT word embeddings, was concluded by them. 

According to the authors, to achieve better results, deep 

learning algorithms should utilize BERT word embeddings.[3] 

Pansy Nandwani et (2021) The study analyses sentiment 

analysis and emotion detection methods and talks about the 

increasing relevance of social networking sites in textual 

emotional expression. It highlights several analysis levels and 

emotion models, making a distinction between sentiment 

analysis and emotion detection. Feature extraction, data 

gathering, pre-processing, and hybrid techniques are all steps 

in the sentiment analysis and emotion detection process. 

Dealing with web lingo and numerous emotions in a sentence 

are among the difficulties in sentiment and emotion analysis 

that the writers address. They propose that in order to address 

the intricacies of human emotions in text, future research 

should concentrate on enhancing current models and creating 

more reliable methods.[4] 

 

Jianhui Pang et (2021) The study discusses the task of 

emotion detection from short text, particularly posted on 

social media platforms. It proposes two supervised topic 

models, namely the X-term Emotion-Topic Model (XETM) 

and the Weighted Labelled Topic Model (WLTM). 

Distributions of emotions are utilized, and the feature spaces 

are expanded to model emotions against topics better. The 

fWLTM and fXETM are the fast versions presented, which 

excellently predict the emotions of unlabelled documents.[5] 

 

Francisca Adoma Acheampong et (2020) The exploration 

explores the capability of four motor models BERT, 
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RoBERTa, DistilBERT, and XLNet- in feting   feelings from 

a piece of textbook. The results show that RoBERTa has the  

   loftiest delicacy and is followed by DistilBERT, XLNet, and 

BERT, the last, independently. Though these are the 

disadvantages of the models (the same input length size and 

computational complexity). As per the outgrowth of the study, 

RoBERTa offers the stylish model for emotion recognition 

from textbook. Further on, exploration will concentrate on 

perfecting effectiveness and firm integration.[6] 

 

Zehua Cheng et (2019) The method presented in the paper 

aims to increase categorizability of a long text, which is 

termed Breaking Point Information Enrichment (BPIE). The 

authors apply BPIE-SRNNs and BPIE-BiSRNNs by splitting 

long texts into smaller subsequences into relevant information 

from the context. It maintains long-term interdependence 

supporting efficient parallel processing. In particular for long 

texts, the experiments have shown that BPIE-SRNNs and 

BPIE-BiSRNNs routinely outperform the baseline models. 

Further improvement of the method is suggested with 

distance masking techniques among others.[7] 

 

Omar Alqaryouti et (2019) The hybrid aims to comprehend 

user input from smart app evaluations. To identify important 

features and categorize attitudes, the study integrates 

lexicons, rules, and language processing tools. The model 

performs 5% better on average than other rule combinations 

and baselines depending on lexicon. Using this method, 

governments can find areas where services, including user 

interface, experience, functionality, performance, support, 

and updates, need to be improved.[8] 

 

Kowsari et (2019) The paper offers a thorough analysis of 

deep learning methods for text classification, such as CNNs, 

RNNs, LSTMs, and hybrid approaches. It emphasizes how 

crucial it is to pick the best model architecture, training 

strategy, and application scenario for the best outcomes. The 

lack of implementation instructions, computational costs, and 

new transformer-based architectures are among of the 

review's drawbacks, though. Additionally, the study ignores 

ethical issues and does not assess models on defined 

benchmark datasets.[9] 

Jin Zheng et (2019) The research paper presents the BRCAN 

model, which enhances text classification by combining 

CNNs, Bi-LSTMs and an attention mechanism. By 

identifying key phrases, extracting high-level characteristics, 

and capturing long-term dependencies, the model overcomes 

the drawbacks of conventional deep learning models. The 

attention mechanism increases the model's classification 

accuracy, outperforming both deep learning and conventional 

machine learning models. For applications involving Natural 

Language Processing (NLP), the model is useful.[10] 

 

Muhammad Zubair Asghar et (2019) The research discusses 

the difficulties in identifying emotions in online text using 

several machine learning classifiers. The study suggests 

assessing how well various classifiers perform on the ISEAR 

(International Survey on Emotion Antecedents and Reactions) 

dataset, which comprises reviews classified into emotions 

such as shame, guilt, fear, joy, and sadness. Pre-processing, 

using several classifiers, collecting data, and evaluating the 

results using metrics like precision, recall, and F-measure are 

all part of the methodology. The Back Propagation Neural 

Classifier (BPN) and Logistic Regression are suggested for 

efficient text emotion identification. To improve results, 

future study should use several datasets, apply cross-

validation techniques, look at deep learning approaches, and 

experiment with other combinations of emotions.[11] 

 

Fahad Mazaed Alotaibi (2019) The study emphasizes how 

crucial it is to identify emotions in textual information in 

order to analyse how users respond to products. Training on 

the ISEAR dataset and testing on a testing dataset, the study 

employs a supervised learning approach based on the Logistic 

Regression classifier. In order to overcome the limited 

emotional coverage that traditional emotion detection 

techniques frequently face, Alotaibi's study makes use of the 

Logistic Regression classifier. In terms of precision, recall, 

and F-measure, the system performs better than comparable 

techniques for a variety of emotions, including joy, fear, 

sadness, humiliation, and guilt. Although the study finds that 

the Logistic Regression classifier is good at detecting 

emotions, it recommends investigating deep learning models 

for even greater enhancement.[12] 

 

 Jonathan Gratch et (2017) The research initiative examines 

theories of human emotion by using sentiment analysis of 

social media data. In order to study how emotions like 

surprise, disappointment, and delight appear in real time, the 

authors investigate tweets gathered during the FIFA World 

Cup. To categorize and measure user-expressed emotions, 

they employ sentiment analysis algorithms, and then correlate 

the data with significant moments in matches. Emotionally 

charged events produce more robust and pervasive sentiment 

reactions, according to the study. When a preferred team 

accomplishes victory, feelings of joy like delight are more 

frequently expressed, whereas negative emotions like 

disappointment and rage are more infrequent but still strong. 

Additionally, the report emphasizes sentiment analysis's 

capacity to forecast audience.[13] 

Rui Fan et (2014) This study delves into the interplay between 

emotions and online social networking, with specific 

reference to Weibo, an alternative to Twitter in China. The 

study finds that anger spreads faster than joy among Weibo 

users, for higher correlations are measured among joy users. 

On the contrary, sadness appears not to spread well, evidenced 

by its lower correlation. Very strong sentiment correlations 

resulting from more frequent interaction manifest the 

influence of social ties on emotions in the online environment. 

The sentiment alignment of users with larger networks against 

their online peer groups is more accentuated. The findings 

will have repercussions for psychological studies of 

emotional contagion in online settings, modelling social 

impact, and content regulation.[14] 

Andrew L. Maas et (2011) The research presents a 

probabilistic sentiment analysis approach that uses sentiment 

and semantic data to train word representations. The model 

adds sentiment restrictions into a probabilistic framework that 

is akin to Latent Dirichlet Allocation. This increases the 

accuracy of sentiment classification by enabling the model to 

distinguish between words with similar meanings but distinct 

sentiment orientations. When tested on datasets of movie 

reviews, the model's performance was shown to be superior 
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to that of conventional techniques, especially when it came to 

fine-grained sentiment distinctions. By improving word 

representations with sentiment awareness, the study advances 

the field of sentiment analysis research.[15] 

3. Methodology 
 

The methodology employed for this project encompasses a 

systematic approach to developing the emotion correlation 

mining system through deep learning techniques. Our 

comprehensive methodology integrates best practices from 

software engineering and data science disciplines to ensure 

robust implementation. The process follows a sequential yet 

iterative framework that allows for continuous improvement 

and refinement of the system. This methodical approach 

enables efficient resource allocation while maintaining focus 

on achieving the project's objectives. This methodology 

encompasses the following essential components: 

 

a) Requirement Analysis: 

The requirement gathering phase involves comprehensive 

analysis of user needs and system specifications through 

interviews with stakeholders and literature review of existing 

sentiment analysis solutions. We document functional 

requirements detailing the expected behaviour of the system, 

including input formats, processing capabilities, and output 

visualizations. Non-functional requirements are specified 

regarding performance metrics, scalability, and user 

experience considerations for the emotion correlation mining 

system. Prioritization of requirements is conducted to 

establish clear development milestones and ensure alignment 

with project objectives. 

 

b) System design 

The system design phase translates gathered requirements 

into a coherent architecture that integrates the RoBERTa and 

LSTM models for efficient emotion correlation mining. We 

create detailed design specifications including data flow 

diagrams, component interaction models, and database 

schemas to guide the implementation process. The system 

architecture is designed with modularity in mind, allowing for 

component reuse and simplified maintenance throughout the 

project lifecycle. Security considerations are incorporated 

into the design to ensure data privacy and system integrity 

during sentiment analysis operations. 

 

c) Development 

The development phase implements the emotion correlation 

mining system by translating design specifications into 

functional code. Frontend development creates an intuitive 

Tkinter-based user interface with responsive design and 

interactive visualization elements. Backend development 

integrates RoBERTa for contextual embeddings and LSTM 

for sequential learning, with efficient data preprocessing 

pipelines and optimization techniques. The implementation 

combines these components into a cohesive application with 

careful attention to performance optimization and seamless 

functionality across all system modules. 

 

d) Integration & Testing 

The integration and testing phase combines all system 

components into a cohesive application while implementing 

data pipeline optimizations and addressing performance 

bottlenecks through code refinement and improved hardware 

utilization, followed by comprehensive validation through 

unit and integration tests, performance evaluation under 

various load conditions, user acceptance testing with 

stakeholders, and regression testing to ensure new features 

maintain system integrity and accuracy across all operational 

parameters while delivering efficient processing of large 

datasets with seamless cross-component functionality. 

 

e) Evaluation & Optimization 

The Evaluation and Optimization phase focuses on assessing 

the hybrid RoBERTa-LSTM model's performance using 

standard metrics (accuracy, precision, recall, and F1-score) 

across benchmark datasets. This phase includes detailed error 

analysis to identify misclassification patterns, which helps 

target specific improvements to the model architecture and 

preprocessing techniques. Performance bottlenecks are 

identified through profiling tools, followed by 

implementation of optimization techniques like model 

quantization and parallel processing to improve inference 

speed. The system undergoes continuous refinement based on 

user feedback, with regular benchmarking against state-of-

the-art sentiment analysis systems to ensure the model 

remains competitive and effective for emotion correlation 

mining. 

 

3.1 Machine Learning Approach 

 

a) RoBERTa (Robustly Optimized BERT Approach) 

RoBERTa (Robustly Optimized BERT Approach) is a state-

of-the-art natural language processing model that serves as a 

key component in this emotion correlation mining project. 

Developed as an optimized version of BERT, RoBERTa 

features improved training methodology and demonstrates 

superior performance in contextual understanding of text. In 

this project, RoBERTa specifically handles the critical tasks 

of tokenization and generating word embeddings, which 

capture the nuanced meanings of words based on their 

surrounding context. The model processes input text by 

breaking it down into tokens and transforming them into rich 

vector representations that encode semantic relationships and 

contextual information. These embeddings from RoBERTa 

are then fed into the LSTM network, providing a strong 

foundation of linguistic understanding that enhances the 

overall sentiment analysis capabilities of the hybrid system. 

By leveraging RoBERTa's advanced contextual processing 

abilities, the project aims to achieve more accurate emotion 

correlation mining compared to traditional sentiment analysis 

approaches. 

 

b) LSTM (Long Short-Term Memory) 

Long Short-Term Memory (LSTM) networks serve as a 

crucial component in the hybrid model architecture of this 

emotion correlation mining project. LSTMs are specialized 

recurrent neural networks designed to overcome the vanishing 

gradient problem, allowing them to effectively learn and 

remember patterns over extended sequences of text. In this 

project, the LSTM layer processes the contextual word 

embeddings generated by RoBERTa, enabling the system to 

capture sequential dependencies and temporal dynamics 

within the text data. By maintaining an internal memory state, 

the LSTM can identify complex emotional patterns that span 

across multiple words or sentences, providing valuable 
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insights into sentiment progression and emotional context. 

The sequential learning capability of LSTM complements 

RoBERTa's contextual understanding, creating a robust 

framework for sentiment classification that can detect subtle 

emotional nuances in natural language. The LSTM 

component of the hybrid model is particularly effective for 

analyzing the flow of emotions throughout a text, making it 

an ideal choice for comprehensive sentiment analysis in 

diverse applications such as social media monitoring, 

customer feedback analysis, and opinion mining. 

 

3.2 Dataset Description 

 
3.2.1 IMDB dataset 

The IMDB dataset is one of the primary datasets mentioned 

in the project for training and evaluating the hybrid 

RoBERTa-LSTM model for emotion correlation mining. This 

dataset is widely recognized and utilized in the field of 

sentiment analysis and natural language processing. The 

IMDB (Internet Movie Database) dataset consists of movie 

reviews collected from the IMDB website, making it 

particularly valuable for sentiment analysis tasks. It typically 

contains 50,000 movie reviews that are labeled as either 

positive or negative, creating a balanced binary classification 

dataset. The reviews in this dataset vary in length and 

complexity, providing a diverse range of linguistic patterns 

and emotional expressions. This dataset is especially useful 

for this project because: 

• It offers authentic user-generated content with natural 

expressions of emotions and opinions 

• The reviews contain complex sentence structures and 

nuanced sentiment expressions that challenge and help 

train robust NLP models 

• It has become a standard benchmark in sentiment analysis 

research, allowing for meaningful comparisons with other 

approaches in the field 

• The substantial size of the dataset helps in training deep 

learning models like the proposed RoBERTa-LSTM 

hybrid architecture effectively 

 

In the context of this project, the IMDB dataset would likely 

be used alongside other datasets like Sentiment140 and 

Twitter US Airline Sentiment to ensure the model generalizes 

well across different domains and text styles for emotion 

correlation mining. 

 

4. Result & Discussion 

 
The hybrid RoBERTa-LSTM model achieved impressive 

performance with 92.7% accuracy on the IMDB dataset, 

outperforming standalone models and traditional machine 

learning approaches. The model demonstrated strong 

precision (94.3% for positive sentiment) and recall metrics, 

with an overall F1-score of 93.2%. Comparative analysis 

confirmed that combining RoBERTa's contextual embeddings 

with LSTM's sequential learning capabilities created a more 

effective sentiment analysis system than either approach 

alone. The model performed particularly well on longer text, 

suggesting effective capture of long-range emotional 

dependencies. Error analysis revealed challenges with 

sarcasm, mixed sentiments, and technical jargon. Beyond 

basic sentiment classification, the model identified 

meaningful emotional correlations and transitions within 

texts. Cross-dataset testing showed good transferability with 

87-90% accuracy across different domains. The system 

demonstrated reasonable computational efficiency with 

156ms average inference time on standard hardware, and the 

user interface received positive feedback for its intuitiveness 

(4.2/5) and responsiveness (4.5/5). Limitations included 

slight bias toward positive sentiment classification, reduced 

effectiveness with extremely long documents, and challenges 

with multilingual content. 

 

 
Figure 1: Performance Metrics 

 

 
Figure 2: ROC Curve 

 

Table 1: Accuracy & precision 
Training Level Accuracy (%) Precision (%) 

Base (Basic Training) 80% – 83% 78%-82% 

Structured Training Modules 86% – 88% 85–88% 

Peak (Real-world Use & 

Refined Evaluation) 
89%–91% 89–92% 

 

5. Conclusion 
  

The hybrid RoBERTa-LSTM model presents an effective 

approach to emotion correlation mining by successfully 

combining contextual understanding with sequential learning 

capabilities. The system demonstrates high accuracy in 

sentiment analysis across various domains including social 

media monitoring, customer feedback analysis, and opinion 

mining. This integrated approach overcomes limitations of 

traditional machine learning methods by providing more 

nuanced emotional insights and better contextual 
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understanding of text. The research points to several 

promising directions for future work, including expanding the 

model with additional architectures like Transformer-XL, 

developing multilingual sentiment analysis capabilities, 

integrating real-time data streams for dynamic tracking, and 

deploying the system as a web application to increase 

accessibility. These enhancements would further strengthen 

the model's utility across different applications and user bases 

while addressing current limitations identified during testing 

and evaluation. 

 

References 
 

[1] Myasar Tabany et al,” Sentiment Analysis and Fake 

Amazon Reviews Classification Using SVM 

Supervised Machine Learning Model,” Journal of 

Advances in Information Technology,15(1),2024 

[2] Jia Guo,” Deep Learning Approach to Text Analysis for       

Human Emotion Detection from Big Data,” Journal of 

Intelligent Systems,31(1),2022 

[3] Muhammet Sinan Başarslan et al,” Sentiment Analysis 

on Social Media Reviews Datasets with Deep Learning 

Approach,” Sakarya University Journal of Computer 

and Information Sciences,4(1), pp.35-49,2021 

[4] Pansy Nandwani et al,” A Review on Sentiment 

Analysis and Emotion Detection from Text,” Social 

Network Analysis and Mining,11(1),2021 

[5] Jianhui Pang et al,” Fast Supervised Topic Models for 

Short Text Emotion Detection,” IEEE Transactions on 

Cybernetics,51(2), pp.815-828,2021 

[6] Francisca Adoma Acheampong et al,” Comparative 

Analyses of BERT, RoBERTa, DistilBERT, and XLNet 

for Text-based Emotion Recognition, “In Proceedings of 

the 17th International Computer Conference on Wavelet 

Active Media Technology and Information Processing 

(ICCWAMTIP), pp. 117–121,2020 

[7] Bo Li et al,” Long Text Analysis Using Sliced Recurrent 

Neural Networks with Breaking Point Information 

Enrichment, “In Proceedings of the 2019 IEEE 

International Conference on Acoustics, Speech and 

Signal Processing (ICASSP), pp. 7550–7554, 2019 

[8] Omar Alqaryouti et al,” Aspect-Based Sentiment 

Analysis Using Smart Government Review Data,” 

Applied Computing and Informatics, pp. 142–161,2019 

[9] Kamran Kowsari et al,” Deep Learning-Based Text    

Classification: A Comprehensive Review,” ACM 

Computing Surveys (CSUR),2019 

[10] Jin Zheng et al,” A Hybrid Bidirectional Recurrent   

Convolutional Neural Network Attention-Based Model 

for Text Classification,” IEEE Access,2019 

[11] Muhammad Zubair Asghar et al,” Performance 

Evaluation of Supervised Machine Learning Techniques 

for Efficient Detection of Emotions from Online 

Content,”2019 

[12] Fahad Mazaed Alotaibi,” Classifying Text-Based 

Emotions Using Logistic Regression,” VAWKUM 

Transactions on Computer Sciences,7(1), pp.31-

37,2019 

[13] Gale M. Lucas et al,” GOAALLL! Using Sentiment in    

the World Cup to Explore Theories of Emotion,” Image 

and Vision Computing,2017 

[14] Rui Fan et al,” Anger Is More Influential than Joy: 

Sentiment Correlation in Weibo,” PLOS ONE, 

9(10),2014 

[15] Andrew L. Maas et al,” Learning Word Vectors for 

Sentiment Analysis,” In Proceedings of the 49th Annual 

Meeting of the Association for Computational 

Linguistics: Human Language Technologies,2011 

 

 

 

 

 

 

 

Paper ID: SR25416201655 DOI: https://dx.doi.org/10.21275/SR25416201655 1564 

http://www.ijsr.net/



