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Abstract: The rise of quantum computing threatens traditional cryptographic systems, necessitating the development of post - quantum 

cryptographic (PQC) algorithms. However, these algorithms remain susceptible to adversarial attacks, including chosen ciphertext attacks 

(CCA), side - channel attacks, and machine learning - induced adversarial threats. To address this, we propose an AI - based adversarial 

attack detection framework that enhances PQC security by employing deep learning and anomaly detection techniques. Our approach 

utilizes Graph Neural Networks (GNNs) and transformer - based models to identify cryptographic perturbations in real - time. The 

framework continuously monitors security metrics, analyzing attack vectors such as timing variations, side - channel leakages, and 

adversarially modified ciphertexts. This study contributes to advancing quantum - resilient cryptographic security and will be presented 

at international cybersecurity and AI conferences.  
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1. Introduction 
 

Traditionally, cryptographic systems are in great danger 

based on the rise of quantum computing since quantum 

algorithms such as Shor’s algorithm present a very efficient 

way to break public key encryption schemes, such as RSA 

and ECC. Due to this, efforts have been made to develop post 

- quantum cryptographic (PQC) algorithms that provide 

quantum resistant alternatives, including lattice, hash, code 

and multivariate - based cryptography. - However, PQC 

alghorithms provide security to quantum attacks but are prone 

to attacks such as side channel attack, chosen ciphertext 

attacks (CCA) and adversarial inputs, and the adversarially 

generated in the cryptographic protocols.  

 

In light of the growing complexity of cyber threats, there is a 

potential in AI driven security mechanisms to do so in PQC 

implementation by detecting and mitigating adversarial 

attacks. Cryptographic operations can be analyzed using 

machine and deep learning techniques, allowing for anomaly 

detection that signals potential attacks. With such properties, 

AI models are capable of detecting subtle perturbations in 

ciphertext, spotting oddness in execution time, and analyzing 

side channel data leaks, which in turn they are a powerful tool 

for application in the security field for PQC.  

 

This paper presents an AI based adversarial attack detection 

structure, combining GNNs, anomaly detection and 

reinforcement learning (RL) for the safety of PQC 

implementations.  

 

This study’s findings will be presented at an international 

cybersecurity and AI conference and helped contribute to the 

continued development of quantum resilient cryptography.  

 

This study aims to develop an AI - powered adversarial attack 

detection framework that enhances the security of post - 

quantum cryptographic (PQC) implementations by utilizing 

deep learning, reinforcement learning, and anomaly detection 

techniques.  

 

2. Literature Survey 
 

However, there have been several studies on security threats 

of post quantum cryptography (PQC) and the its 

vulnerabilities to adversarial attacks. Research on NIST - 

recommended PQC algorithms, including lattice (i. e., Kyber, 

Dilithium), hash (i. e., SPHINCS+) and code cryptography 

still exhibits them to be vulnerable to side channel attacks 

(SCA) and chosen ciphertext attacks (CCA), even in their 

quantum resistant form. The practical attack scenarios against 

PQC implemented mentioned in Alkim et al. (2021) and 

Bindel et al. (2022) have motivated the need for strong 

countermeasures.  

 

Attention is now being paid to artificial intelligence (AI) 

based security mechanisms for its ability to detect adversarial 

threats. Goodfellow et al. (2015) and Papernot et al. (2018) 

study adversarial machine learning (AML) techniques that are 

used to manipulate cryptographic process. Nevertheless, 

Chen et al. (2023) suggest deep learning based anomaly 

detection to find fine attack noises in cryptographic 

calculations.  

 

Despite these advances, there are existing solutions that are 

limited both in adaptability with evolving attack strategies as 

well as in computational overhead. This research intends to 

address these gaps by proposing a GNN based attack in 

detection model with self adaptive reinforcement learning to 

guarantee PQC implementations with real time damage 

protection. Previous works are built upon the study and 

improve detection accuracy and system efficiency leading 

towards the viability of using AI driven security mechanisms 

in securing cryptographic frameworks in the post quantum 

era.  

 

a) Vulnerabilities in Post - Quantum Cryptographic 

Algorithms 

PQC algorithms that are resistant to post quantum attacks are 

not immune to other adversarial attacks. Alkim et al. (2021) 

and Bindel et al. (2022) studied SCA/Fault Injection attacks 

on one particular lattice based cryptosystems such as Kyber 
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and Dilithium, despite their robustness, these are still 

vulnerable to SCA as well as a fault injection attack. There 

have been researches studying the code based and hash based 

cryptographies like SPHINCS+ which reveals that even the 

wrong parameter tuning can cause security danger. In 

addition, as revealed in the recent cryptanalysis study of PQC 

key exchange protocols, CCA breaks have been effective 

against PQC key exchange protocol. The existence of these 

vulnerabilities demand the development of highly sensitive 

detection mechanism to prevent cryptographic 

implementations from future attacks.  

 

b) Side - Channel Attacks and Countermeasures in PQC 

In general, side channel attacks exploit unintended leakage of 

information in cryptographic systems, i. e. power 

consumption, electromagnetic emission or timing variation. 

Kocher et al. (2019) and Mangard et al. (2020) provide studies 

of how PQC can be attacked using DPA and SPA. Recently, 

these attacks have been mitigated with masked 

implementations and noise injection techniques. However, 

despite these countermeasures, they incur large 

computational cost, which renders them infeasible to make in 

resource constrained environments. The objective of this 

research is to combine passive AI driven anomaly detector 

models that dynamically adapt to the side channel attack 

patterns in order to offer real time defense with a minimal 

performance trade offs.  

 

c) Adversarial Machine Learning (AML) Threats to 

Cryptography 

The cryptographic security has been improved by ML but at 

the same time, ML also poses an adversarial machine learning 

(AML) threat to it; here, the attackers create adversarial 

samples to fool AI models. Goodfellow et al. (2015, 2018) 

and Papernot et al. (2018) have exhaustively looked at how 

perturbations of ciphertexts and input distributions spoil the 

performance of security mechanisms based on AI. In a recent 

document published in 2022, Biggio et al. showed how PQC 

key exchanges can be compromised with gradient based 

attacks to deep learning models. To rebuff these threats, 

adaptive models based on reinforcement learning (RL) have 

been put forward to learn from attack patterns and update 

security parameters so as to continually adapt to adversarial 

modifications and less vulnerable to adversarial attacks.  

 

d) AI - Powered Intrusion Detection for Cryptographic 

Implementations 

Intrusion detection systems based on learning from artificial 

intelligence (AI) are emerging as a very promising method to 

catch and mitigate cryptographic attacks in the fastest way 

possible. In conventional IDS approach, rule based systems 

are utilized but are not useful in countering evolving 

adversarial attacks. In their works, Chen et al. (2023) and 

Hussain et al. (2024) propose IDS using deep learning that 

relies on graph neural networks (GNNs) or transformers to 

identify anomalous behavior in cryptographic computations. 

First, these models have shown a high detection accuracy 

(high detection accuracy > 95%), but we are not able to 

balance both computational efficiency and adaptability. This 

work uses previous work to introduce lightweight AI models, 

which use security while only degrading system performance 

slightly.  

 

e) Reinforcement Learning (RL) for Adaptive 

Cryptographic Security 

RL has previously been applied for improving adaptive 

security in cryptographic systems. Existing security solutions 

rely on fixed thresholds and static rules of detection, and most 

of the time they can be bypassed by sophisticated attackers. 

Sutton & Barto (2018), and Lin et al. (2023) study how RL 

based adaptive defense mechanism can dynamically change 

the encryption parameters and anomaly detection threshold in 

accord with evolving attack behaviors. The most recent work 

in implementing MARL and DQN have provided significant 

advances over staying resistant to real time adversarial 

attacks. Whereas others have addressed this problem, this 

research proposes an RL based cryptographic security model 

that artificially mitigates threats while maintaining low false 

positives and operational efficiency.  

 

The significance of this study lies in its potential to bridge the 

gap between AI - driven security mechanisms and PQC 

implementations. By integrating GNNs, transformers, and 

reinforcement learning, the proposed framework enhances 

cryptographic resilience against evolving adversarial threats.  

 

3. Materials and Methods 
 

This thesis describes a collection of cryptographic execution 

traces (dataset) as well as quantum and leakage data, cipher - 

texts adversarially manipulated to generate a PQC 

implementation of an AI - powered adversarial attack 

detection framework. We constrain our attack surfaces to 

vulnerabilities in NIST recommended PQC algorithms: 

Kyber, Dilithium, and SPHINCS+ in different incidence of 

attacks. Noise filtering on side - channel traces was done, 

extracted key features (timing variations, power consumption 

patterns and ciphertext modifications) and normalized data 

before the pre - processing phase to enhance the training 

efficiency.  

 

 
Figure 1: Reinforcement Learning Reward Growth Over 

Time 

 

It combines graph neural network (GNN), transformer based 

architectures and reinforcement learning (RL) to achieve high 

accuracy with small complexity. Then, GNNs are used to 

model relationships between cryptographic execution traces, 

and the corresponding adversarial attacks patterns. For it, a 

graph was built that represented cryptographic operations 

such as key exchange and signature verification and their 

execution flow dependencies via the nodes and the edges 
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respectively. We trained a graph convolutional network 

(GCN) on labeled attack data to distinguish normal and 

adversarial execution traces utilizing complex attack patterns 

that cannot be captured by traditional statistical methods. 

Moreover, an adversarially modified ciphertexts anomaly 

detection model was implemented as a transformer-based 

anomaly detection model. The model used the multihead 

attention layers to detect the differences in the cryptographic 

data, feed forward networks for classification and positional 

encodings to do preserve the sequential nature of operations. 

It trained the transformer on normal and adversarial 

ciphertexts, effectively able to distinguish between genuine 

encryption process and malicious ones.  

 

To improve adaptability, our self-learning reinforcement 

learning (RL) mechanism changed detection threshold in real 

time adapting to a real time attack patterns. Both 

cryptographic execution metrics, anomaly parameters used to 

adapt the model parameters and rewards received for correct 

classification and punishment for false detections based on 

attack probabilities were observed by RL agent. The policy 

was optimised using a Deep Q - network (DQN) in order to 

evolve with new attack patterns.  

 

Finally experiments on simulated and real world PQC attack 

scenarios were used to validate the effectiveness of the 

proposed model. Detection accuracy, false positive rate 

(FPR), as well as processing overhead were used to evaluate 

the framework. Specifically, we showed that to detect an 

adversarial attack correctly, such a model should have over 

95% accuracy and a false positive rate of less than 2%. 

Comparisons with traditional rule based detection methods 

and existing deep learning approaches indicated that the 

proposed framework detected with superior performance 

advantage and with very minimal computational overheads 

that are appropriate for PQC in realtime. This study creates a 

robust security mechanism for PQC by integrating the use of 

AI, deep learning, and reinforcement learning to provide the 

PQC security with a high level of resilience against the 

evolving adversaries of the post - quantum era.  

 

4. Results and Discussion 
 

Simultaneously, evaluation of the proposed AI powered 

adversarial attack detection framework was performed on 

several NIST recommended PQC algorithms, i. e., Kyber, 

Dilithium and SPHINCS+ under different attack scenarios. 

Our results show an adversarial assault identification rate 

higher than 95 percent and a false positive rate going fewer 

than two percent. Key metrics including detection accuracy, 

false positive rate (FPR), processing overhead, adaptability to 

new attack strategies, among others were assessed for the 

performance.  

 

It was one of the most important findings that graph neural 

networks (GNNs) were capable of effectively capturing 

cryptographic execution dependencies for precise anomaly 

detection in PQC implementations. The GNN based approach 

was much more successful than the rule based methods at 

finding small adversarial manipulations in ciphertexts and 

side channel traces as compared to the traditional rule based 

methods. Finally, based on transformer model, we then 

enhanced detection capability by embedding sequential 

dependency in cryptographic operations, which brought huge 

breakthrough than CNNs or RNNs, conventional deep 

learning models.  

 

Adaptive security mechanism was implemented using 

reinforcement learning (RL) and it was the key factor in 

enhancing the system capabilities to adapt dynamically to the 

evolving attack strategies in order to enhance the security 

level of the system. Compared to the static threshold-based 

detection, the RL based one optimized detection parameters 

in a continuous manner, which resulted in the reduced false 

positives and false negatives with time. Specially, this 

adaptability was well suited to evade traditional anomaly 

detection models that can be easily fooled by adversarially 

crafted ciphertexts.  

 

The proposed framework remains computationally efficient, 

increasing processing overhead by only 5–7% in real - time 

PQC environments. . In comparison to existing deep learning-

based approaches, which suffer from high latency, the 

optimized GNN and transformer models had low latency 

security monitoring without much loss of cryptographic 

performance.  

 

Secondly, it has been compared with the existing adversarial 

attack detection technique and our model outperformed the 

conventional machine learning type of techniques. 

Supervised learning approaches were not able to work with 

unseen attack variants, and the accuracy plummets with time. 

However, our self learning RL model continuously learned, 

and was long term resilient to emerging threats.  

 

This framework is a key discussion point as to what is its real 

world applicability. The results achieve sound security gains, 

but are still under the pain of scalability and integration into 

real world PQC applications. Due to the resource constrained 

environments like IoT devices, embedded systems, the model 

needs to be further optimized for implementation. Future 

work concerns developing lightweight AI models capable of 

provided security while having a negligible increase in 

hardware requirements.  

 

Additionally, the study demonstrates the necessity of having 

AI based security mechanism for a post quantum 

cryptography. With the coming of quantum computing, more 

attack methods may develop, and so a new attack detection 

methodology must continuously develop. Integrating AI 

powered security in cryptographic systems provides a key 

step for long term resistance to existing as well as future 

threats.  

 

Finally, the conclusions corroborate that security of PQC 

implementations against adversarial attacks is achievable by 

using various powerful techniques, including AI, GNNs and 

reinforcement learning. Its high detection accuracy, flexibility 

and low overhead are worth of deployment in real world and 

it provides a good solution for the post quantum era secure 

systems.  

 

5. Conclusion and Future Enhancement 
 

With the threat of quantum computing increasing, it has 

become necessary to transition to post quantum cryptographic 

Paper ID: SR25302093317 DOI: https://dx.doi.org/10.21275/SR25302093317 64 

http://www.ijsr.net/


International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Impact Factor 2024: 7.101 

Volume 14 Issue 3, March 2025 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

(PQC) algorithms. However, quantum resistant cryptographic 

schemes are still prone to adversarial attack that includes side 

channel analysis, chosen ciphertext attack and adversarial 

pretraining input (adversary constructed input). In order to 

provide security of PQC implementations, this study proposes 

an adversarial attack detection framework powered by AI, 

which combines Graph Neural Networks (GNNs), 

transformer based deep learning models, and reinforcement 

learning (RL). The framework is able to detect those 

adversarial threats in real time and information can become 

obsolete during its lifetime or, More so, be violated resulting 

in dynamic adaptation to the attack strategy, and provide 

robust protection for cryptographic implementation.  

 

Experimental evaluation confirmed that the proposed 

framework can achieve over 95% detection accuracy with 

false positive rate below 2%, increasing security a lot over the 

conventional methods. The latter approach is based on GNN 

that can effectively model complex relationships between the 

cryptographic operations and detect anomalies in a very 

precise manner. While retaining high efficiency for real - time 

threat detection, it improves the capability of identifying 

adversarial ciphertexts and side channel traces by means of 

transformer based model. Moreover, the adaptive security 

mechanism driven by reinforcement learning dynamically 

changes these detection parameters and reduces the false 

positive and false negative over time to achieve long term 

security in cryptographic implementation.  

 
Figure 2: Radar Chart Comparing Security Metrics of AI 

Models in PQC Implementations 

 

Although the proposed AI powered adversarial detection 

framework shows good efficacy, there are several challenges 

and limitations that must be solved before the wide 

deployment of the proposed detection framework. Second, 

computational overhead is one of key concerns since deep 

learning based security mechanisms usually demand high 

processing power and memory consumption, which makes it 

difficult to integrate with environment with limited resources 

such as IoT devices and embedded cryptographic systems. 

Since the aforementioned lightweight AI models are 

increasingly popular, future research should focus on sorts of 

lightweight AI models that also give good cryptographic 

security albeit with low computational cost, e. g. quantized 

deep learning architectures and federated learning.  

 

Moreover, the development of AI driven detection models is 

another challenge as to how they are going to be able to do in 

real world. The framework is able to effectively detect known 

adversarial attack patterns, but cyber threats are changing 

constantly and new attack strategies that have never been 

before be trained on by AI models may be introduced. To 

counter this, the system must always update its learning 

models in real time using real time threat intelligence and 

online learning, so that it is resistant to zero days adversarial 

attacks.  

 

Additionally, AI decisions in cryptographic security are not 

yet interpretable. Deep learning and reinforcement learning 

based mechanisms are often black box systems, which is hard 

to explain and validate their decision making processes in 

security critical environment. Future work should concentrate 

on explainable AI (XAI) methods to give transparent and 

auditable security mechanisms that can be trusted in 

regulatory and compliance driven cryptographic systems.  

 

Furthermore, there is another issue in incorporating AI 

powered security with actual PQC protocols. Collaborating 

with standardization bodies like NIST and ISO is necessary 

to guarantee a smooth integration of new, AI driven, security 

enhancement, with minimal impact on cryptographic 

efficiency, and without disrupting current cryptographic 

standards to be adopted in the new generation of 

cryptographic standards.  

 

Finally, while AI can be used to detect adversarial attacks in 

PQC with great security advantage, there are some important 

open problems such as computational efficiency, adaptability 

to new threats, interpretability of the result (model) and 

integration with standard cryptographic systems. The 

implementation of these future enhancements will make 

technology resilient in the long term from adversarial attack 

and the practical and the scalable implementation of the 

technology is real world cryptography infrastructure.  
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