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Abstract: The sixth most frequent cancer with a high death rate from disease - related causes is oral cancer. The main cause is that 

almost two thirds of patients receive a cancer diagnosis later in the disease's progression. Oral potentially malignant disorders (OPMDs) 

are observable alterations in the oral mucosa that occur before most oral malignancies. In 88% of cases, early detection of OPMDs can 

prevent the development of malignancy. The use of artificial intelligence (AI) in medicine, particularly oncology, has grown in popularity 

since it has shown useful in diagnosing and predicting the prognosis of cancer. This study uses a dataset of clinically annotated 

photographic pictures to identify oral precancerous and cancerous lesions and distinguish them from normal mucosa using pre - trained 

convolutional neural networks (CNNs). Clinical images of patients with oral squamous cell carcinoma and OPMDs were used in this 

investigation. Photographs of the normal oral mucosa were compared with these images for analysis. Image categorization was done by 

transfer learning with different CNN architectures that had already been trained. Regarding performance against other models, VGG19 

performed well in the current investigation.  
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1. Introduction 
 

All malignant lesions affecting the lip, buccal mucosa, hard 

palate, floor of the mouth, gingiva, and anterior two thirds of 

the tongue are included in the category of oral cancer. [1] With 

significant rates of morbidity and mortality due to the disease, 

it is the sixth most frequent cancer in the world. [1] A 

worldwide health concern, according to Global Cancer 

Statistics 2020, there were 377, 713 cases reported and 177, 

757 cases of death from the disease in 2020. [2] The general 

death rate has not decreased despite the development of 

several new treatment methods, and the prognosis is still dire, 

with a survival rate over the course of five years of 28–67%. 
[3] The main cause of the above is that almost two thirds of 

patients receive a cancer diagnosis later in life. [4] Healthcare 

professionals' understanding, public awareness, and a lack of 

early screening are among the likely reasons for the delayed 

diagnosis. [4] 

 

Oral potentially malignant diseases (OPMDs) are visible 

alterations in the oral mucosa that occur before most cases of 

oral cancer. [4, 5] Usually, these take the form of chronic 

ulcerations, red patches, non - scrapable white plaques, and 

mixed red and white areas. [1] In 88% of cases, early detection 

and treatment of OPMDs can prevent the development of 

malignancy. Additionally, a lower death rate and a delayed 

stage of the disease can result from early detection of 

malignant lesions. [4 - 6] Despite the fact that the oral cavity is 

much easier to examine thoroughly than other organs, a 

traditional examination may not always be able to distinguish 

between benign and OPMD lesions. [7] Therefore, developing 

an affordable and sensitive screening diagnostic tool is 

imperative given the rising incidence of oral cancer, 

particularly in low - income nations. [4] Using technology 

would be a workable and long - lasting answer. When 

compared to traditional inspection and analysis, prior research 

has demonstrated good agreement with photos when 

employing telemedicine and WhatsApp for clinical diagnosis 

and remote screening of OPMDs. [8–10] When identifying 

OPMDs and the malignant lesion, it can be very helpful to 

incorporate an automated detection system that is connected 

to telemedicine tools through artificial intelligence (AI). [4]  

 

Artificial intelligence has become more and more common in 

the medical industry, particularly in oncology, over the past 

ten years. It has demonstrated effectiveness in the 

identification and prognostication of cancer. Artificial 

Intelligence mimics human cognitive processes on robots. [3] 

Convolutional neural networks (CNNs) like Alex Net, Google 

Net, Mobile Net, VGG19, VGG16, InceptionV3, ResNet50, 

and Squeeze Net architecture have been used in studies to 

diagnose and classify skin malignancies in addition to lung, 

breast, and colon cancers, with encouraging results. [11–23] In 

addition, deep learning methods have shown superior to 

human specialists in spotting minute visual patterns in 

pictures. [3, 13] A small number of studies have created AI - 

based algorithms for the diagnosis of Oral Squamous Cell 

Carcinoma (OSCC) in the literature; the majority of these 

studies use standardized images, such as images from 

multidimensional hyperspectral imaging, laser 

endomicroscopy imaging, computed tomography imaging, 

histology images, Raman spectra images, and computed 

tomography imaging. [18] Nonetheless, only a small number of 

research have used photographic images [7, 19–23], and most of 

them have concentrated on diagnosing particular kinds of oral 

lesions. In order to distinguish oral pre - cancerous (perhaps 

malignant) and cancerous lesions from normal mucosa, a 

collection of clinically annotated photographic pictures was 

utilized in the feasibility study. Pre - trained convolutional 

neural networks were constructed for this purpose.  
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2. Methodology 
 

2.1 Data collection 

 

Clinical oral photos were retrospectively gathered for this 

study from the Department of Oral Medicine and Radiology's 

and the Department of Oral Pathology's archives. The photos 

that were recovered included normal mucosa, oral lesions that 

could turn cancerous, and cases of OSCC that were confirmed 

by biopsy. photos of the same lesion with varying angulations 

and orientations, photos with blurriness, and images with 

shadows of other oral structures were not included in the 

study sample. The related pathologic report resulted to the 

labels "normal mucosa, " "OPMD, " and "OSCC" being 

applied to the pictures. The photos were manually cropped 

and resized because they were shot at various angles and 

magnifications. The photos' brightness, saturation, and 

contrast, however, were all left unaltered. After receiving 

approval from the Institutional Ethics Committee, the study 

was carried out. A total of 2000 photos were utilized, 

consisting of 615 OSCC images, 650 OPMD images, and 735 

normal images.  

 

2.2 Method 

 

Image classification was carried out by transfer learning with 

different pre - trained CNNs. This method makes it easier to 

use the knowledge that pre - trained CNNs—which are 

trained on a vast amount of non - medical data—have 

acquired. As seen in Fig.1, the top levels of the pre - trained 

CNNs were deleted and new layers added in their place. After 

freezing the bottom layers, freshly added layers were adjusted 

with a fresh dataset until the system performed at its best. 

InceptionV3, ResNet50, VGG19, VGG16, and Mobile Net—

pre - trained CNN architecture—were taken into 

consideration for transfer learning experiments. These CNNs' 

model summaries are displayed in Figs. S1 through S5.  

 
Figure 1: Image categorization using the pre - trained CNN through transfer learning 

 

 
                                                         (a)                                                                                      (b) 

Figure 2: VGG19 Training and Validation for each epoch (a) Model accuracy (b) Model loss. 

 

The ImageNet dataset, which contains 1.2 million photos 

divided into 1, 000 classes, served as the training material for 

all of these CNNs. [24] These CNNs' last dense layer was 

swapped out with a new dense layer with three neurons, the 

number of which matched the number of classes in the 

application under consideration.75% of the data were used for 

testing and validation, while the remaining 85% were used to 

train the CNNs. Random flipping, image zooming, and image 
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rotation were applied to enhance the training images. CNNs 

were trained for 50 epochs with a learning rate of 0.001 and a 

batch size of 16. These CNNs' performances were compared, 

and the network with the best results was chosen.  

 

3. Results and Discussion 
 

A machine equipped with a Tesla 1xK80 graphics card was 

used for the experimentation. CNN's training was carried out 

with Python3 Tensor flow version 1.15.2 in Google Colab. 

Table 1 lists the classification accuracies for test images of 

several pre - trained networks.  

 

Table 1: Classification accuracies of different pre - trained 

models 
Pre - trained CNN Accuracy 

VGG19 76% 

VGG16 72% 

Mobile Net 72% 

InceptionV3 68% 

ResNet50 36% 

 

Among the networks, VGG19 has the highest accuracy at 

76%. Fig.2 displays a visualization of the training and 

validation accuracy and loss for each VGG19 epoch. It is 

evident from the VGG19's training and validation learning 

curves (Fig.2) that the model learns well because there is little 

difference between the training and validation loss curves. 

Table 2 lists the VGG19 per - class basis classification report. 

The precision, recall, and F1 - score classification metrics are 

displayed by class in Table 2. The precision of CNN is its 

ability to classify a normal image as either pre - cancerous or 

malignant. Recall shows how well a classifier can locate 

every positive case. The F1 - score indicates how accurate 

positive forecasts are. Support indicates the number of 

instances utilized for testing under each class.  

 

Table 2: VGG19 architecture categorization report on a per 

- class basis 
Class Precision Recall F1 - Score Support 

Malignant 0.6 0.43 0.5 7 

Normal 0.9 1 0.95 9 

Pre - malignant 0.7 0.78 0.74 9 

 

 
Figure 3: Confusion matrix for VGG19 architecture. 

 

The performance of a CNN can be tabulatedly visualized 

using a confusion matrix (Fig.3). The comparison between the 

actual and anticipated classes is obtained using it. Table 2 

shows that there are seven images (shown by support) in the 

malignant class. Looking at the first row of the confusion 

matrix, three of the seven cancerous images were accurately 

categorized as such, one as normal, and three as pre - 

malignant.  

 
Figure 4: ROC curve of VGG19 architecture over its operating range 
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Figure 4 displays a plot of the false positive rate (x - axis) 

against the true positive rate (y - axis) for a number of 

potential VGG19 threshold values between 0.0 and 1.0. This 

is known as the receiver operating characteristic (ROC) 

curve. The classifier's performance can be evaluated across its 

whole operational range using ROC curves. The area under 

the curve (AUC) is the most commonly used metric. AUCs of 

0.5 show no discrimination, 0.7 to 0.8 are acceptable, 0.8 to 

0.9 are exceptional, and greater than 0.9 are exceptional. Fig.5 

displays a visualization of the training and validation 

accuracy and loss for the VGG16 architecture for each epoch.  

 

The training and validation loss curve gaps of VGG16 exhibit 

an approximate larger gap than VGG19, as can be seen from 

the learning curves for training and validation (Fig.5).  

 

 
(a)                                                       (b) 

Figure 5: VGG16 Training and Validation for each epoch (a) Model accuracy (b) Model loss. 

 

Figure 6 displays a plot of the training and validation accuracy 

and loss for the MobileNet architecture for each epoch. Figure 

6's learning curves for the MobileNet architecture show that 

both training and validation loss are getting better, although 

the two curves are very different from one another. Compared 

to the validation dataset that was used to assess the problem, 

this suggests that the model is overfitting and that the training 

dataset does not include enough information to teach the 

problem.  

 
 

Figure 6: Mobile Net Training and Validation for each epoch (a) Model accuracy (b) Model loss. 

 

 
(a)                                                       (b) 

Figure 7: InceptionV3 Training and Validation for each epoch (a) Model accuracy (b) Model loss. 
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(b)                                                       (b) 

Figure 8: ResNet50 Training and Validation for each epoch (a) Model accuracy (b) Model loss 

 

Figures 7 and 8 display the learning curves for InceptionV3 

and ResNet50, respectively. The learning curves show that 

both models overfit and require additional data to achieve 

greater generalization. Figure 9 displays the confusion 

matrices for Mobile Net, VGG16, InceptionV3, and 

ResNet50. It is evident that nearly all CNNs classify regular 

instances accurately. There are errors in the other two classes.  

 

This could be because the visual characteristics of the 

premalignant and malignant groups images coincide. Figure 

10 displays the ROC curves for ResNet50, InceptionV3, 

VGG16, and Mobile Net. As seen in Fig.10, all of the 

networks—aside from ResNet50, perform exceptionally well 

in classifying photos into different categories.  

 

To increase performance, these networks can be trained with 

more photos in subsequent research. An Android device can 

incorporate a trained network into a mobile application that 

can be saved and used to analyse captured photos and provide 

instantaneous findings.  

 

Using artificial intelligence and its variants to computerize the 

cancer screening procedure is a sensible and helpful way to 

control oral cancer. This study evaluated the classification 

accuracy of camera - captured photographs and clinically 

annotated smartphone photos against gold standard biopsy 

reports. The present study took into consideration pre - trained 

CNN models, specifically Mobile Net, VGG19, VGG16, 

InceptionV3, and ResNet50. Figs.4–7 display the training and 

testing for each epoch for the models VGG19, VGG16, 

InceptionV3, and ResNet50, along with the model accuracy, 

model loss, and confusion matrix. VGG19 performed well out 

of the five CNN models that were taken into consideration, 

with an accuracy of 76%. The current study's findings are in 

favor of creating a low - cost, widely used, and manageable 

mobile application.  

 

 
Figure 9: Confusion matrices for Mobile Net, VGG16, InceptionV3 and ResNet50 
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The main contributing factor to the poor prognosis of oral 

cancer is the delay in referring patients to cancer specialists. 
[6] Delays in diagnosis are also caused by a lack of knowledge 

and experience in recognizing OPMDs and their subtle early 

indicators. [1] Screening programs conducted by qualified 

healthcare professionals have been demonstrated to lower 

mortality, but they have also been described as being more 

time - consuming, expensive, and physically demanding. [7] 

Advances in technology such as cox regression models, 

multifactor analysis, and traditional logistics have enhanced 

prediction models used in cancer treatment. Similarly, 

developments in artificial intelligence and related subfields, 

such as machine learning and deep learning, have opened up 

new avenues for the diagnosis, treatment, and prognosis of 

cancer. [14]  

 

The prognosis of oral cancer treatment outcomes has been 

improved by machine learning algorithms. [15] Tumour 

infiltration and prognosis estimation have been shown to 

benefit from deep learning techniques. AI has also been used 

to discover genes linked to OSCC. [22] However, there is a 

dearth of data supporting the use of AI for OPMD early 

detection. Prior research was site - specific, utilizing 

histological sections or limited to tongue lesions. [23] Using 

photographic pictures of various oral mucosal locales, our 

study marks a fresh beginning in which the VGG19 algorithm 

demonstrates good accuracy in discriminating OPMDs from 

normal mucosa and OSCC.  

 

Machine learning algorithms have enhanced therapy results 

prognoses for oral cancer. [15] Deep learning methods have 

been demonstrated to be beneficial for prognosis assessment 

and tumour invasion. AI has also been utilized to find genes 

associated with OSCC. [22] Nevertheless, the application of AI 

for OPMD early detection is not well supported by data. 

Previous studies were restricted to tongue lesions or used 

histological sections for a site - specific approach. [23] Our 

study represents a new beginning in which the VGG19 

algorithm shows good accuracy in differentiating OPMDs 

from normal mucosa and OSCC using photographic images 

of different oral mucosal sites. It is applied to scenarios with 

fewer photos and resources with less processing power. In 

order to classify photographic images of the oral cavity into 

three classes normal mucosa, oral possibly malignant 

diseases, and OSCC therefore take into consideration the 

transfer learning approach of deep learning. The study 

employs photographs taken with image - capturing devices 

such as professional and mobile cameras. Unfortunately, 

some photographs are too low quality to be used in machine 

learning, therefore we have to remove them. Therefore, one 

of the most important criteria in our opinion is the camera's 

resolution. With the growing application of mobile phones in 

telemedicine, the usage of these devices as a complement is 

becoming more common. [25] 
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Figure 10: ROC curve for CNN architecture (a) Mobile Net, (b) VGG16, (c) ResNet50, and 

 

(d) InceptionV3.  

In order to detect oral cancer, Table 3 presents a summary and 

comparison of current research that have used transfer 

learning for categorization. It has been noted that earlier 

research has utilized images obtained from digital cameras, 

smartphones, computed tomography (CT), and other sources. 
[3, 4, 21, 22, 25] While deep learning algorithms are highly 

effective at categorization, their effectiveness depends on a 

significant number of datasets. Low - resource environments 

are not suitable for imaging modalities like magnetic 

resonance imaging (MRI) and computed tomography (CT). 

Getting pictures of the mouth cavity using a smartphone is a 

fairly easy and affordable process. However, there isn't a data 

set this size available. Therefore, in order to create an 

effective algorithm, a larger dataset of oral cavity photos with 

annotations must be developed. Furthermore, different basic 

ground truth types are employed in different literatures for the 

construction of algorithms. In earlier research, CNNs 

performed the best; however, many of these experiments 

included fewer layers, highlighting the necessity for 

lightweight networks. When implementing these networks as 

a mobile application to be integrated into Android 

smartphones, they are also beneficial. [3, 4, 21, 22, 25, 26] 

 

Table 3 shows that when the quantity of images utilized for 

learning is increased, CNNs perform better. For this reason, 

the current study's results are lower than those that have been 

published. Additionally, the network's performance is greatly 

influenced by the type of ground truth used, image quality, 

and feature clarity. Observation reveals that Shamim et al. [21] 

used a mere 300 photos to achieve an accuracy of 97%. As 

ground truth, the researchers employed expert annotation and 

photos of various oral tongue lesions with visually 

distinguishable features. Images with premalignant and 

malignant features were not clearly distinguishable. In the 

current investigation, the diagnosis that was confirmed by a 

biopsy was taken as gospel. When compared to the accuracy 

reported by Shamim et al. [21], this could be the cause of the 

decreased accuracy despite using a comparable number of 

images.  
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Table 3: Synopsis and analysis of research with CNN models that have already been trained 

 
 

4. Conclusions 
 

The dataset for this study included lesions from the tongue, 

labial mucosa, and buccal mucosa, and it was unique in that 

it compared the lesions with the biopsy reports (gold 

standard). The current study showed how well CNN models 

performed in identification and classification when compared 

to a biopsy report. The tiny dataset used in this work is a 

restriction, however prior research has indicated that CNN 

models can be strengthened even more by including a wider 

range of data. More data from various lesions and oral locales 

is needed for future research in order to automatically identify 

OSCC and potentially malignant oral illnesses. This work is 

a step forward in the development of an accurate and 

reasonably priced oral cancer screening tool.  

 

5. Future Scope 
 

To achieve better performance, the network must be trained 

and optimized using a larger dataset. Utilizing the trained 

network and releasing it as a mobile application that can be 

integrated into an Android or iOS device are two areas of 

future development. The mobile application can be used to 

evaluate the obtained photographs and provide an immediate 

result. This would facilitate the prompt identification of oral 

cancer in remote areas where access and knowledge are 

limited.  
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