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Abstract: This study explores the uniqueness of best simultaneous approximation of two continuous functions on a closed interval from 

a finite dimensional subspace. The uniqueness condition is demonstrated to imply that the subspace is Chebyshev. The research examines 

special case of even and odd function approximations, providing valuable insights into the approximation behavior from finite-
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1. Introduction 
 

Let 𝐶 [𝑎 , 𝑏]  be the set of all real-valued continuous functions 

defined on the closed interval  [𝑎 , 𝑏]  with the uniform norm  

‖ . ‖.  

 

For 𝑓 ∈ 𝐶[𝑎 , 𝑏], 
‖𝑓‖ = max  { |𝑓(𝑥)|, 𝑥 ∈ [𝑎 , 𝑏]}. 
 

The norms  ‖𝐹‖𝐴(∞)   on  𝐸 = 𝐶[𝑎 , 𝑏]  × 𝐶[𝑎 , 𝑏] is defined 

as follows: 

For     𝐹 = (𝐹1 , 𝐹2 ) ∈ 𝐸 

‖𝐹‖𝐴(∞) = 𝑀𝑎𝑥 { ‖𝐹1‖ , ‖𝐹2‖ 

 

Now if  𝑆  is an n-dimensional subspace of 𝐶[𝑎 , 𝑏], then  𝑈 =
{ (𝑠 , 𝑠): 𝑠 ∈ 𝑆 } forms an n-dimensional subspace of  𝐸  and  

there exist    𝑢∗ = (𝑠∗ , 𝑠∗) and  𝑣∗ = (𝑡∗ , 𝑡∗)  where  𝑠∗ , 𝑡∗  ∈
𝑆  such that : 

‖𝐹 − 𝑢∗‖𝐴(∞) = Inf
𝑢 ∈𝑈

   ‖𝐹 −  𝑢‖𝐴(∞)  

                                         = Inf
𝑠 ∈𝑆

    𝑀𝑎𝑥 { ‖𝐹1 − 𝑠‖ , ‖𝐹2 −

𝑠‖ }  
                                = ‖𝐹𝑘 − 𝑠∗‖        𝑘 = 1  𝑜𝑟 2. 

 

Such   𝑠∗  is termed as the best  𝐴(∞)  simultaneous 

approximation to 𝐹 = (𝐹1 , 𝐹2 ) from  𝑆. The set of all best  

𝐴(∞)  simultaneous approximations to 𝐹  from  𝑆  will be 

denoted by  𝑃𝑆(𝐹,∞).  And  𝑃𝑆(𝐹𝑘)  is the set of all  best 

uniform  approximation to  𝐹𝑘  from  𝑆,    𝑘 ∈ { 1 , 2 }. 
 

We are interested in the uniqueness of the best 𝐴(∞) 

simultaneous approximation of two continuous functions 

from a finite dimensional subspace. In section two we will 

show that the uniqueness of the best 𝐴(∞) simultaneous 

approximation of two continuous functions from a finite 

dimensional subspace𝑆 implies that 𝑆 is a Chebyshev 

subspace. 

 

Definition 1: A point 𝑡 ∈ [𝑎 , 𝑏] is called a straddle point for 

two functions 𝑓 and 𝑔 in 𝐶[𝑎 , 𝑏] if there exists 𝜎 = ±1  such 

that 
‖𝑓‖ =  𝜎𝑓(𝑡),   ‖𝑔‖ =  −𝜎𝑔(𝑡). 

 

Definition 2: The functions 𝑓 and 𝑔 ∈  𝐶[𝑎 , 𝑏] are said to 

have 𝑑 alternations on [𝑎 , 𝑏] if there exists 𝑑 + 1  distinct 

points 𝑥1 < ⋯ < 𝑥𝑑+1 in [𝑎 , 𝑏] such that for some 𝜎 = ±1, 

𝑓(𝑥𝑖) = 𝜎‖𝑓‖,   𝑖𝑓 𝑖 𝑖𝑠 𝑜𝑑𝑑 

𝑔(𝑥𝑖) = −𝜎‖𝑔‖,   𝑖𝑓 𝑖 𝑖𝑠 𝑒𝑣𝑒𝑛 

or 

𝑔(𝑥𝑖) = 𝜎‖𝑔‖,   𝑖𝑓 𝑖 𝑖𝑠 𝑜𝑑𝑑 

𝑓(𝑥𝑖) = −𝜎‖𝑓‖,   𝑖𝑓 𝑖 𝑖𝑠 𝑒𝑣𝑒𝑛. 
 

Definition 3  Let 𝑆 be the span of { 𝑢1, 𝑢2, . . . , 𝑢𝑛 } where 

 𝑢1, 𝑢2, . . . , 𝑢𝑛 are continuous functions on the closed interval 

[ 𝑎, 𝑏 ], we say that 𝑆 is a Chebyshev subspace of 𝐶[𝑎 , 𝑏 ] if  
                         𝑛
𝐷𝑒𝑡 [𝑢𝑖(𝑥𝑗)]

                                     𝑖, 𝑗 = 1 
 ≠ 0    for any set of points   

𝑎 ≤ 𝑥1 < 𝑥2 < . . . < 𝑥𝑛 ≤ 𝑏. 
 

The notations in this section will be used throughout this 

paper. Theorems 1 of this section and the remark thereafter 

which are needed for our analysis, are direct consequences of 

theorems 1 and 3 of [2]. 

    

Theorem 1  Let  𝑆  be an n-dimensional Haar subspace of 

𝐶[𝑎, 𝑏] , if 𝐹1 ≥ 𝐹2  on [𝑎, 𝑏]  then  𝑠∗ ∈  𝑃𝑠(𝐹,∞) if and only 

if  𝐹1 − 𝑠∗  &  𝐹2 − 𝑠∗  have a straddle point or 

𝑛  alternations on [𝑎, 𝑏]  with  ‖𝐹1 − 𝑠∗‖ =  ‖𝐹2 − 𝑠∗‖.  

Furthermore, if   

𝐹1 − 𝑠∗  &  𝐹1 − 𝑠∗   have  𝑛  alternations on [𝑎, 𝑏]  then 𝑠∗ is 

unique. 

 

Remark: If 𝑡 ∈ [𝑎, 𝑏]  is a straddle point for 𝐹1 − 𝑠∗  &  𝐹2 −
𝑠∗,  𝐹1 ≥ 𝐹2  on [𝑎, 𝑏] then  

(𝐹1 − 𝐹2)(𝑡) = (𝐹1 − 𝑠∗)(𝑡) + (𝐹2 − 𝑠∗)(𝑡) 

= ‖𝐹1 − 𝑠∗‖ + ‖𝐹2 − 𝑠∗‖ ≥ ‖𝐹1 − 𝐹2‖. 

 

This implies that  (𝐹1 − 𝐹2)(𝑡) = ‖𝐹1 − 𝐹2‖  and  

‖𝐹1 − 𝑠∗‖ + ‖𝐹2 − 𝑠∗‖ = ‖𝐹1 − 𝐹2‖ ≤ ‖𝐹1 − 𝑠‖ + ‖𝐹2 −
𝑠‖     ∀𝑠 ∈ 𝑆. 

 

2. The Main Result 
 

Theorem 2  Let 𝑆 be n-dimensional subspace of 𝐶[𝑎 , 𝑏].If 
the best 𝐴(∞) simultaneous approximation to any two 

continuous functions on [𝑎 , 𝑏] is unique, then 𝑆 is a 

Chebyshev subspace.  
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Proof 

Suppose that the conditions of the theorem are satisfied but 𝑆 

is not a Chebyshev subspace. If 𝑆 = span { 𝑢1, 𝑢2, . . . , 𝑢𝑛 } 
where  𝑢1, 𝑢2, . . . , 𝑢𝑛 are continuous functions on the closed 

interval [ 𝑎, 𝑏 ], then there exists a set of 

points    𝑎 ≤ 𝑥1 < 𝑥2 < . . . < 𝑥𝑛 ≤ 𝑏 such that the matrix  

[
 
 
 
𝑢1(𝑥1) 𝑢1(𝑥2) … 𝑢1(𝑥𝑛)

.

.

.
       

.

.

.

…
…
…

             

𝑢𝑛(𝑥1) 𝑢𝑛(𝑥2) … 𝑢𝑛(𝑥𝑛)]
 
 
 

 

is singular. 

 

We can select nonzero vectors  (𝑎1, 𝑎2 , . . .  , 𝑎𝑛) and (𝑏1, 𝑏1,
. . .  , 𝑏𝑛) to be orthogonal to the columns and rows, 

respectively, of this matrix. Hence  ∑ 𝑎𝑘𝑢𝑘(𝑥𝑖)
𝑛
𝑘=1 = 0  and 

∑ 𝑏𝑘𝑢𝑗(𝑥𝑘)
𝑛
𝑘=1 = 0,  𝑖, 𝑗 = 1,… , 𝑛. Taking  𝑊 = ∑ 𝑎𝑘𝑢𝑘

𝑛
𝑘=1   

then 𝑊(𝑥𝑖) = 0 , 𝑖 = 1,… 𝑛. And we may assume that 

‖𝑊‖ < 1. Select {𝐹1, 𝐹2 }  ⊆ 𝐶[𝑎 , 𝑏] such that  𝐹1 ≥ 𝐹2  on 

[𝑎, 𝑏] , ‖𝐹1 ‖ =  ‖ 𝐹2‖ = 1 and 𝐹1(𝑥𝑗) = 𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is odd   

𝐹2(𝑥𝑗) = 𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is even or 𝐹1(𝑥𝑗) = 𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is even   

𝐹2(𝑥𝑗) = 𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is odd. So if 𝐺1(𝑥) =  𝐹1(𝑥)[1 −

|𝑊(𝑥)|] and 𝐺2(𝑥) =  𝐹2(𝑥)[1 − |𝑊(𝑥)|], then 𝐺1(𝑥𝑗) =

 𝐹1(𝑥𝑗) =  𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is odd and  𝐺2(𝑥𝑗) =  𝐹2(𝑥𝑗) =

 𝑠𝑔𝑛 𝑏𝑗 if 𝑗  is even or Then 𝐺1(𝑥𝑗) = 𝑠 𝐹1(𝑥𝑗) =  𝑠𝑔𝑛 𝑏𝑗  if 

𝑗  is odd and  𝐺2(𝑥𝑗) =  𝐹2(𝑥𝑗) =  𝑠𝑔𝑛 𝑏𝑗 if 𝑗  is even or  

𝐺1(𝑥𝑗) =  𝐹1(𝑥𝑗) =  𝑠𝑔𝑛 𝑏𝑗  if 𝑗  is even and  𝐺2(𝑥𝑗) =

 𝐹2(𝑥𝑗) =  𝑠𝑔𝑛 𝑏𝑗 if 𝑗  is odd. 

 

Now, if ‖𝐺 −  𝑢‖𝐴(∞) < 1  where  𝐺 = (𝐺1 , 𝐺2)  and 𝑢 =

(𝑠 , 𝑠) for some  𝑠 ∈ 𝑆  then  ‖𝐺1 − 𝑠 ‖ < 1  and  ‖𝐺2 − 𝑠 ‖ <
1  which implies that    

𝑠𝑔𝑛 𝑠(𝑥𝑗) = 𝑠𝑔𝑛 𝑏𝑗 ,    𝑗 = 1, . . . , 𝑛, contradicting the 

equation  ∑  𝑏𝑘  (𝑥𝑘)
𝑛
𝑘=1 =  0. Therefore   ‖𝐺 −  𝑢‖𝐴(∞) ≥ 1  

for all 𝑠 ∈ 𝑆. 

 

For 0 ≤ 𝜆 ≤ 1 we have  
|𝐺1(𝑥) − 𝜆𝑊(𝑥)| ≤  |𝐺1(𝑥)| + 𝜆|𝑊(𝑥)|

=  |𝐹1(𝑥)|[1 − |𝑊(𝑥)|] + 𝜆|𝑊(𝑥)| 
≤ 1 − |𝑊(𝑥)|  + 𝜆|𝑊(𝑥)| ≤ 1      

and 
|𝐺2(𝑥) − 𝜆𝑊(𝑥)| ≤  |𝐺2(𝑥)| + 𝜆|𝑊(𝑥)|

=  |𝐹2(𝑥)|[1 − |𝑊(𝑥)|] + 𝜆|𝑊(𝑥)| 
≤ 1 − |𝑊(𝑥)|  + 𝜆|𝑊(𝑥)| ≤ 1. 

 

Henceforth  𝜆𝑊 is a best 𝐴(∞) −simultaneous approximation 

to 𝐹1 and  𝐹2 where 0 ≤ 𝜆 ≤ 1. That is best 

𝐴(∞) −simultaneous approximation to 𝐺1 and  𝐺2 from 𝑆 is 

not unique contradicting the assumption and the theorem is 

proved. 

 

Now we consider different case, taking 𝑆 = span{ 1, 𝑥, 𝑥2,
. . .  , 𝑥𝑛−1 }, [𝑎 , 𝑏] = [−1 , 1 ],  𝐹1 = 𝑥𝑚,  𝐹2 = 𝑥𝑘 and 𝐹 =
(𝐹1 , 𝐹2 ) where 𝑛 ,𝑚 and 𝑘 are integers with 𝑘 > 𝑚 ≥ 𝑛 ≥ 2 

. 

 

Lemma 1    If  𝑠∗ ∈ 𝑃𝑆(𝐹,∞), then  ‖𝐹1 − 𝑠∗‖ =  ‖𝐹2 − 𝑠∗‖. 

 

Proof  

First we note that if 𝑚 is an even integer  then 𝐹1 ≥ 𝐹2  on 

[−1 , 1 ] and from Lemma (1) of [2] we must have 
‖𝐹1 − 𝑠∗‖ =  ‖𝐹2 − 𝑠∗‖. 

 

If 𝑚 is an odd integer then 𝐹1 ≥ 𝐹2  on [0 , 1] and  𝐹2 ≥ 𝐹1  

on [−1 , 0]. 
Suppose    ‖𝐹1 − 𝑠∗‖ >  ‖𝐹2 − 𝑠∗‖  then  𝑠∗ ∈ 𝑃𝑆(𝐹1)  and 

there exists a point set  

 𝑋1 = { −1 ≤ 𝑥1 < 𝑥2 < . . . < 𝑥𝑛+1 ≤ 1 }  such that  

𝐹1(𝑥𝑖) − 𝑠∗(𝑥𝑖) =  𝜎 (−1)𝑖  ‖𝐹1 − 𝑠∗‖ ,    𝑖 = 1 , . . .  , 𝑛 + 1 

, 𝜎 = ±1 .  
 

Since  𝑛 + 1 > 2  then there exists a point 𝑦 ∈  𝑋1 ∩ [−1 , 0] 
such that 
‖𝐹1 − 𝑠∗‖ = 𝐹1(𝑦) − 𝑠∗(𝑦)  ≤  𝐹2(𝑦) − 𝑠∗(𝑦)  ≤ ‖𝐹2 −
 𝑠∗‖ 

or   𝑡 ∈  𝑋1 ∩ [0 , 1]  such that  

‖𝐹1 − 𝑠∗‖ = −𝐹1(𝑡) + 𝑠∗(𝑡)  ≤  −𝐹2(𝑡) + 𝑠∗(𝑡)  ≤ ‖𝐹2 −
 𝑠∗‖ 

 

and this contradict the assumption, hence we must have 
‖𝐹1 − 𝑠∗‖ =  ‖𝐹2 − 𝑠∗‖.  

 

Proceeding as above if ‖𝐹2 − 𝑠∗‖ >  ‖𝐹1 − 𝑠∗‖  completes 

the proof. 

 

Lemma 2  

If both  𝑚 𝑎𝑛𝑑 𝑘 are odd integers and   𝑠∗ ∈ 𝑃𝑠(𝐹,∞)  such 

that   

𝐹1 − 𝑠∗  &    𝐹2 − 𝑠∗  have 𝑛 alternations on [−1 , 1], then 𝑠∗ 

is odd function. 

 

Proof 

Select 𝑠 ∈ 𝑆  such that   𝑠(𝑥) =  −𝑠∗(−𝑥) for every  𝑥 ∈
[−1 , 1], so for any 𝑥 ∈ [−1 , 1]  we have: 

(𝐹𝑗 − 𝑠∗)(𝑥) = 𝐹𝑗(𝑥) + 𝑠(−𝑥) =  −𝐹𝑗(−𝑥) + 𝑠(−𝑥)    𝑗

= 1 𝑜𝑟 2. 
Which implies that  𝑠 ∈ 𝑃𝑠(𝐹,∞). But 𝑠∗ is unique, so  𝑠∗ =
𝑠  and this completes the proof. 

 

Theorem 3 

If both  𝑚 𝑎𝑛𝑑 𝑘 are odd integers and   𝑠∗ ∈ 𝑃𝑠(𝐹,∞)  such 

that  𝐹1 − 𝑠∗  &    𝐹2 − 𝑠∗  have 𝑛 alternations on [−1 , 1], 

then 𝑠∗ ∈ 𝑃𝑠(𝐹𝑗)     𝑗 = 1 𝑜𝑟 2. 

 

Proof 

Let  𝑋 = { −1 ≤ 𝑥1 < 𝑥2 < . . . < 𝑥𝑛+1 ≤ 1 } be the 

alternating set, that is 

(𝐹𝑖 − 𝑠∗)(𝑥𝑖) =  (−1)𝑖+𝑘 ‖𝐹𝑖 − 𝑠∗‖     𝑖 = 1 , . . . , 𝑛 + 1 ,
𝑘 = 0 𝑜𝑟 1. 

𝐹𝑖 = {

 𝐹1     𝑖𝑓  𝑖  𝑖𝑠 𝑜𝑑𝑑   

 𝐹2      𝑖𝑓  𝑖  𝑖𝑠 𝑒𝑣𝑒𝑛 
},  or 

 

𝐹𝑖 = {

 𝐹2     𝑖𝑓  𝑖  𝑖𝑠 𝑜𝑑𝑑   

 𝐹1      𝑖𝑓  𝑖  𝑖𝑠 𝑒𝑣𝑒𝑛 
} 
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   Now assume  𝑘 = 0  and   𝐹𝑖 = {

 𝐹1     𝑖𝑓  𝑖  𝑖𝑠 𝑜𝑑𝑑   

 𝐹2      𝑖𝑓  𝑖  𝑖𝑠 𝑒𝑣𝑒𝑛 
},  

then: 

 
(𝐹1 − 𝑠∗)(𝑦𝑖) = −‖𝐹1 − 𝑠∗‖     𝑖 = 1 , . . . , 𝑞 

(𝐹2 − 𝑠∗)(𝑧𝑖) =  ‖𝐹2 − 𝑠∗‖     𝑖 = 1 , . . . , 𝑟 , 

where   𝑌 = { 𝑦1 ,  𝑦2 , . . .  , 𝑦𝑞 } , 𝑍 = { 𝑧1 ,  𝑧2 , . . .  , 𝑧𝑟 } , 

𝑋 = 𝑌 ∪ 𝑍  and  

 𝑛 + 1 = 𝑞 + 𝑟 .  If  𝑛 + 1 is even then  𝑟 = 𝑞  and if 𝑛 + 1 

is odd then 𝑟 = 𝑞 + 1 or  

𝑞 = 𝑟 + 1. 

 

By lemma 3  𝑠∗  is odd function and we have: 

(𝐹1 − 𝑠∗)(−𝑦𝑖) = ‖𝐹1 − 𝑠∗‖     𝑖 = 1 , . . . , 𝑞 
(𝐹2 − 𝑠∗)(−𝑧𝑖) = −‖𝐹2 − 𝑠∗‖     𝑖 = 1 , . . . , 𝑟 

 

From the characterization theorem of best uniform 

approximation, it follows that 

𝑠∗ ∈ 𝑃𝑠(𝐹𝑗)     𝑗 = 1 , 2  if  𝑛 is odd. And if  𝑛 is even with  

𝑞 = 𝑟 + 1  then  

 𝑠∗ ∈ 𝑃𝑠(𝐹1)  also  𝑠∗ ∈ 𝑃𝑠(𝐹2)  if  𝑟 = 𝑞 + 1. The proof is the 

same for the other cases. 
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