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Abstract: This study does a deep dive into potential use cases that a Retail company can take advantage of. Here, we try to explain how data driven decision making can boost Retail business. By presenting practical predictive analysis, statistical modeling, deep learning, a retail worker working in the B2B space can transform their business with their transactional logs, customer reviews, etc. Furthermore, the study tries to explain models that can be used in each of the use cases and the working algorithm behind it. It also covers how to assess those model performance and do a necessary model performance check.
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1. Introduction

In this competitive business age, every organization wants to be a step ahead than others. To do so, there is no better tool than data. Predictive analysis or inference drawn from statistical modeling is something that can show an organization they way ahead or open a new horizon of business.

Machine learning, which is a branch of Artificial Intelligence is used to identify patterns in data on which it is being trained and make predictions based on parameters trained while learning that pattern. There are several algorithms that can be used to do predictive analysis using machine learning and some important ones are being discussed in this study in the retail B2B space.

Customer segmentation is a technique that uses customer information in terms of demographic, physiological, behavioral, geographic, membership tags, etc. to create customer groups that can be used to do further analysis within these groups or create separate marketing strategies.

Customer propensity modeling is used to predict whether a given customer would buy in a specified future timeframe. This is done using historical customer buying behavior, factors like RFM (recency, frequency, monetary), seasonal effects, etc.

Demand forecasting helps an organization predict future demand for a product or service. There can be multiple factors on which it might depend. Some of those factors are customer historical buying patterns, current and future price points, advertising spend, competitor factors, etc.

2. Literature Review

2.1 Customer Segmentation

Authors of article [12] stated that Customer segmentation as a whole falls into one of two categories, either the business-to-consumer (B2C) or business-to-business (B2B) setting. The major difference between these two categories is the type of customer a company conducts business with. Products of B2B companies are purchased by distributors that act as intermediaries between the manufacturer and the end consumer. This is in contrast to B2C companies that sell their products directly to the end consumer [1]. Another difference of B2B customers is their demographics, which are instead referred to as firmographics. Some examples of firmographics are the customer type (ex: wholesale, retail, etc.), the customer's years in business, and the location of the customer with respect to the company.

Segmentation of customers in the B2B context is considered of equal importance as the B2C one [4]. With the nature of large transactions in B2B companies, it is imperative to fully identify and understand the characteristics of different groups business customers fall into. This is done with the aim of continuously increasing the value of each customer to the company, by means of discovering the needs of customers and addressing them accordingly [5]. Moreover, according to [1], research in the B2B customer segmentation area is considered under-researched in comparison to studies in the B2C customer segmentation field. In this paper B2B customer segmentation is applied.

2.2 Customer Propensity

A well-known method for assessing customers' purchasing behavior is the Recency, Frequency, Monetary (RFM)
analysis developed by Arthur Hughes [6]. It is also claimed to be the basis for an average of 80% of all customer's behavioral segmentation techniques by researchers [7]. An RFM analysis is conducted in order to group customers of similar spending patterns together. The main goal is to handle each resulting segment in a fashion tailored specifically for it. This is achieved by basing the company's marketing strategies on the discovered information about the different types of customers the company has [8].

The RFM analysis consists of three predefined variables extracted from customers' transactional data, and are defined as follows [6] [8] [10]:

**Recency**: The time between the latest transaction a customer made with the company and the present (measured in days, months, or years).

**Frequency**: The total number of transactions a customer has made in a predefined time period.

**Monetary**: The total monetary amount of purchases a customer has spent during the allotted time period.

It is also important to note that taking the average frequency and monetary values per unit time is a more well rounded approach than taking the values' totals [8]. Moreover, a fourth variable was added to the RFM analysis by Chang and Tsay [3], namely the length (L) attribute, which is the length of the relationship between the customer and the company measured in unit time. According to [9], it is found that the LRFM method is a better alternative than the RFM when clustering data.

### 2.3 Demand Forecasting

As mentioned by Henri & Johanna [11] by utilizing a highly accurate demand forecast, retailers can predict the demand for goods at each store location and channel. This ensures high availability for customers while minimizing stock risk. A reliable forecast can also aid in capacity management, staff allocation in stores and distribution centers, and assist buyers in managing long lead-time purchasing.

Generating an accurate forecast is relatively simple under stable conditions. However, the retail industry is dynamic, with numerous factors impacting demand. Retail demand planners must take into account a multitude of variables, including:

- Variations in baseline demand that recur, such as those related to weekdays and seasons.
- Internal business decisions aimed at capturing consumer attention and gaining a competitive edge, such as promotions, price adjustments, or changes to in-store displays.
- External factors, such as local events, changes in a store’s neighborhood or competitive situation, or even the weather.

With so much data to consider, it is impossible for a human planner to account for all potential factors. Machine learning makes it possible to consider the impact of these factors at a detailed level, by individual store or fulfillment channel. As a result, many retailers are transitioning to machine learning-based demand forecasting.

Machine learning makes it possible to incorporate the wide range of factors and relationships that impact demand on a daily basis into your retail forecasts. This is enormously valuable, as just weather data alone can consist of hundreds of different factors that can potentially impact demand. Machine learning algorithms automatically generate continuously improving models using only the data you provide them, whether from your business or from external data streams. The primary benefit is that such a system can process retail-scale data sets from a variety of sources.

Machine learning is an extremely powerful tool in the data-rich retail environment. It should be leveraged in any context where data can be used to anticipate or explain changes in demand. In some instances, it can even fill in the gaps where the data is lacking.

1) **Recurring Demand Patterns**: These patterns can be influenced by a variety of factors, including seasonal variations, holidays, and other events that impact consumer behavior. For example, demand for certain products may increase during the holiday season or decrease during the summer months. Retailers can use demand forecasting techniques to anticipate these changes in demand and adjust their inventory levels accordingly to ensure they have the right amount of stock on hand to meet the demand.

2) **Internal Business Decisions**: Internal business decisions, such as promotions, price adjustments, and changes to in-store displays, can significantly impact retail B2B operations by affecting demand, inventory levels, and customer satisfaction.

3) **External Factors**: External factors such as economic conditions, the political/legal environment, competition, and the social environment can all influence retail B2B operations. These factors can impact demand, inventory levels, and customer satisfaction, and carefully consider them when making business decisions.

4) **Unknown Factors**: Changes in demand for which the impacting factor has not been recorded, such as competing companies or other natural calamities that impacts demand.

### 3. Methodology

#### 3.1 Modeling

##### 3.1.1 Customer Segmentation

To do customer segmentation one of the most common techniques is clustering which is an unsupervised form of machine learning. The segments or groups that come out of this exercise can benefit the business to form advertising and marketing strategies. There are several clustering techniques that can be used.

K-means clustering:

- Algorithm steps [13]:
  - Pick up number of clusters(k)
  - Random k points are being made cluster centroids in the coordinate space. K-means++ initializes points out of the data points available.
- Categorize each data points to each of the cluster centroids and recompute cluster centroid.
- This recomputation goes on till the cluster centroid does not converge.

Objective function:

$$\sum_{j=1}^{k} \sum_{i=1}^{n} |x_i^{(j)} - c_j|$$

where, k is the number of clusters and x denotes a data point.

**DBSCAN:** is a density-based clustering algorithm that groups data points based on their proximity and density. Steps of the algorithm follows:

- For each data point, find the number of points within a given radius (eps).
- If the number of points is greater than or equal to a minimum threshold (minPts), mark the point as a core point. Otherwise, mark it as a noise point.
- For each core point, find all the directly reachable points (points within eps radius) and assign them to the same cluster as the core point. If a directly reachable point is also a core point, find its directly reachable points and add them to the cluster as well. This process is repeated until no more points can be added to the cluster.
- Mark any point that is not reachable from any other point as an outlier.

**Hierarchical Clustering:**

Hierarchical clustering is a technique used in cluster analysis to identify patterns in data. It involves building a hierarchy of clusters. There are two main types of hierarchical clustering: Agglomerative and Divisive.

Agglomerative clustering is a “bottom-up” approach, where each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy.

Divisive clustering, on the other hand, is a “top-down” approach, where all observations start in one cluster, and splits are performed recursively as one moves down the hierarchy. The choice of metric and linkage can have a significant impact on the result of the clustering. The metric determines which objects are most similar, whereas the linkage criterion influences the shape of the clusters.

The dendrogram is a tree-like diagram that displays all the merges and splits performed during hierarchical clustering. The optimal number of clusters can be determined by selecting a cut-off point on the dendrogram where the vertical distance between two branches is greatest [19].

**Metrics to evaluate the models:**

**Silhouette score:**

The silhouette score is a measure of how similar an object is to its own cluster compared to other clusters. It is calculated using the mean intra-cluster distance and the mean nearest-cluster distance for each sample. It ranges from -1 to 1, where -1 means clusters have been wrongly assigned and 1 means the ideal state of clustering is attained.

$$s(i) = \frac{b(i) - a(i)}{\max(a(i),b(i))}$$

where,

- C(i): The cluster assigned to the ith data point
- N[i][C(i)]: Number of data points in cluster i
- a(i) is a measure of how well assigned the ith data point is to its cluster:
  $$a(i) = \frac{1}{N[i][C(i)] - 1} \sum_{j \neq i} \text{distance}(i,j)$$
- b(i) is the average dissimilarity to the closest cluster which is not its cluster:
  $$b(i) = \min_{i \neq j} \left( \frac{1}{N[i][C(i)]} \sum_{j \neq i} \text{distance}(i,j) \right)$$

Rand Index(RI) and Adjusted Rand Index(ARI) are measures for similarity check between two clustering methods [15].

$$R = \frac{(a + b) \times C_2^n}{a \times C_2^n}$$

a: The number of times a pair of elements belongs to the same cluster across two clustering methods.
b: The number of times a pair of elements belong to different clusters across two clustering methods.

The Rand index value ranges between 0 and 1, when

0 it indicates that two clustering methods do not agree on the clustering of any pair of elements. Whereas, 1 indicates that two clustering methods perfectly agree on the clustering of every pair of elements.
Adjusted Rand Index:
Suppose we have a dataset of six elements: \{A, B, C, D, E, F\}. We use two clustering methods that place each element in the following clusters:

Method 1 Clusters: \{1, 1, 2, 2, 3, 3\}
Method 2 Clusters: \{2, 2, 1, 1, 3, 3\}

To calculate the ARI between these clustering methods, we first need to create a contingency table that shows the number of pairs of elements that are assigned to each combination of clusters in both methods:

<table>
<thead>
<tr>
<th></th>
<th>Method 2 Cluster 1</th>
<th>Method 2 Cluster 2</th>
<th>Method 2 Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 Cluster 1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Method 1 Cluster 2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Method 1 Cluster 3</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Next, we can calculate the marginal totals for each row and column:

<table>
<thead>
<tr>
<th></th>
<th>Method 2 Cluster 1</th>
<th>Method 2 Cluster 2</th>
<th>Method 2 Cluster 3</th>
<th>Row Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 Cluster 1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Method 1 Cluster 2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Method 1 Cluster 3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Column Total</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

We can also calculate the total number of pairs:

\[ \text{Total Pairs} = (n \text{ choose } k) = (6 \text{ choose } 2) = (6 * (6 -1)) / (2 * (1)) = 15 \]

Next, we can calculate the expected index for each row and column using the formula:

\[ \text{Expected Index} = (\text{Row Total} \times \text{Column Total}) / \text{Total Pairs} \]

For example, the expected index for Row 1 and Column 2 is:

\[ \text{Expected Index} = (2 * 2) / 15 \]

\[ \text{Expected Index} = 0.27 \]

We can then calculate the ARI using the formula:

\[ \text{ARI} = (\text{Index} - \text{Expected Index}) / (\max(\text{Index}) - \text{Expected Index}) \]

where Index is the observed index calculated from the contingency table. For example, the observed index for Row 1 and Column 2 is:

\[ \text{Index} = \text{Number of pairs in Row i and Column j} \]

\[ \text{Index} = 2 \]

Using this formula and the values from our contingency table and marginal totals, we can calculate the ARI as follows:

\[ \text{ARI} = ((4 - (0.27 \times (4 +4 +4))) / ((4 +4 +4) / (2))) - ((0.27 - ((4 *4) / (15))) / ((4 +4 +4) / (2))) \]

\[ \text{ARI} = -0.14 \]

3.1.1 Customer Propensity
Customer propensity model is used to predict the next purchase of a customer. To do so, the most common method is to use any simple classification machine learning model like Logistic Regression, Decision Trees, etc.

Decision trees are a type of supervised learning algorithm used for classification and regression tasks. The algorithm works by recursively splitting the data into subsets based on the values of the input features until a stopping criterion is met. The result is a tree-like model where each internal node represents a test on an input feature, each branch represents the outcome of the test, and each leaf node represents a class label or a numerical value [24].

Here are the steps involved in building a decision tree:
1) Select the best feature to split the data based on some criterion such as information gain or Gini impurity.
2) Split the data into subsets based on the values of the selected feature.
3) Recursively apply steps 1-2 to each subset until a stopping criterion is met, such as reaching a maximum depth or having all instances in a subset belong to the same class.

Bagging, Boosting, and Stacking are three popular ensemble learning techniques used in machine learning to improve the predictive performance of models by combining multiple models into one.

Bagging (Bootstrap Aggregating) is an ensemble learning technique that involves training multiple models on different subsets of the data and then combining their predictions. Bagging is used to reduce variance and overfitting by creating multiple models using bootstrapped samples. It is mostly applied to tree-based machine learning models such as decision trees and random forests.

Boosting is another ensemble learning technique that involves training a sequence of models. Each model is
trained on a weighted training set, with weights assigned based on the errors of the previous models in the sequence. The main idea behind sequential training is to have each model correct the errors of its predecessor. Boosting is used to reduce bias.

**Figure 6: Boosting [21]**

**Stacking** is an ensemble learning technique that involves training multiple models and then using another model to combine their predictions. Stacking combines the predictions of several base models to enhance the overall prediction accuracy. It aims to improve prediction accuracy by introducing a meta-level and using another model/approach to estimate the input together with outputs of every model to estimate the weights or, in other words, to determine what models perform well and what badly given these input data.

**Figure 7: Stacking [21]**

In summary, bagging reduces variance, boosting reduces bias, and stacking aims to improve prediction accuracy by combining the predictions of several base models using another model [22].

Random Forest is an ensemble learning method that uses bagging to improve the performance of decision trees. Here are the steps involved in the Random Forest algorithm [23]:

1) Randomly select k features from the dataset.
2) Construct n decision trees using the selected features and bootstrapped samples of the data.
3) For each decision tree, at each node, randomly select the best split from a random subset of m features.
4) Repeat steps 1-3 for n times to create n decision trees.
5) To make a prediction, pass the input through all the decision trees and output the class that is the mode of the classes (classification) or mean prediction (regression) of the individual trees.

Here, k and m are hyperparameters that can be tuned to improve the performance of the algorithm.

**Evaluating Classification models:**

The task of evaluating classification models is to measure the degree to which the classification suggested using the model corresponding to the actual classification of the case. Depending on the method of observing, there are different measures for evaluating the performance of the model. Selection of the most appropriate measures shall be done depending on the characteristics of the problem and ways of its implementation.

In the evaluation of classification models the basic concept is the notion of fault. If the application of the classification models in selected case leading to the prediction of a class that is different from the actual class examples then there is an error in classification. If any mistake is equally important, then the total number of errors in the observed set can be an indicator of the work of a classifier. This approach is based on accuracy as a measure for evaluating the quality of the classification model. This measure can be defined as the ratio of the number of correctly classified examples according to the total number of classified examples.

$$\text{Accuracy} = \frac{\text{number of correctly classified examples}}{\text{total number of cases}}$$

The main disadvantages of accuracy as a measure for evaluation are as follows: (1) neglects the differences between the types of errors; (2) dependent on the distribution of class in the dataset. It is often important in practical problem solving to distinguish certain types of errors. In retail B2B, a system might be used to classify suppliers as reliable or unreliable based on their past performance. If the system incorrectly classifies an unreliable supplier as reliable, the error is more important because the retailer may continue to do business with that supplier and suffer losses. On the other hand, if the system classifies a reliable supplier as unreliable, the error has less importance because further investigation and due diligence will likely reveal that the supplier is, in fact, reliable.

The largest number of measures for evaluation of classification models related to classification problems with two classes. This is not a particular limitation for the use of these measures, given that problems with larger numbers of classes can be displayed as a series of problems with two classes. Each of these measures in particular stands out one of the classes as a target class, with the data set is divided into positive and negative examples of the target class. The negative examples include examples of all other classes. That is why below we consider a classification problem with two classes.

Confusion matrix in classification problems with two classes is shown in figure 8. It can be concluded from the figure that there are possible four different results forecasts. Really positive and really negative outcomes are correct classification, while the false positive and false negative outcomes are two possible types of errors.

False positive example is a negative example class that is wrongly classified as positive and false negative is a positive example of the class who is wrongly classified as negative:

- a is the number of correct predictions that instances are negative
- b is the number of incorrect predictions that instances are positive
- c is the number of incorrect predictions that instances are negative
- d is the number of correct predictions that instances are positive.

**Figure 8: Confusion Matrix**

$$\begin{align*}
\text{Accuracy} & = \frac{a + d}{a + b + c + d} \\
\text{Precision} & = \frac{a}{a + b} \\
\text{Recall} & = \frac{a}{a + c} \\
\text{F1} & = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \\
\text{AUC} & = \frac{a + b + c + d}{2} \\
\text{Miss} & = \frac{c}{a + b + c + d} \\
\text{Error} & = 1 - \text{Accuracy}
\end{align*}$$
A few standard terms are defined in a matrix with two classes: accuracy, true positive rate, false positive rate, true negative rate, false negative rate and precision. The accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined. Accuracy may be determined using the equation:

$$\text{Accuracy} = \frac{a + b}{a + b + c + d}$$

True positive rate is the proportion of positive cases that are properly identified and can be calculated using equation:

$$\text{True Positive rate} = \frac{d}{c + d}$$

The false positive rate is the proportion of negative cases that were incorrectly classified as positive, and calculated with equation:

$$\text{False Positive rate} = \frac{b}{a + b}$$

The true negative rate was defined as the proportion of negatives cases which are classified correctly, and is calculated using the equation:

$$\text{True Negative rate} = \frac{a}{a + b}$$

The false negative rate is the proportion of positive cases that were incorrectly classified as negative, and are calculated using equation:

$$\text{False Negative rate} = \frac{c}{c + d}$$

Finally, precision or positive predictive value presents the fraction of predictive positive cases that are accurate, and is calculated using the equation:

$$\text{Precision} = \frac{d}{b + d}$$

A few standard terms are defined in a matrix with two classes: accuracy, true positive rate, false positive rate, true negative rate, false negative rate and precision. The accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined. Accuracy may be determined using the equation:

$$\text{Accuracy} = \frac{a + b}{a + b + c + d}$$

True positive rate is the proportion of positive cases that are properly identified and can be calculated using equation:

$$\text{True Positive rate} = \frac{d}{c + d}$$

The false positive rate is the proportion of negative cases that were incorrectly classified as positive, and calculated with equation:

$$\text{False Positive rate} = \frac{b}{a + b}$$

The true negative rate was defined as the proportion of negatives cases which are classified correctly, and is calculated using the equation:

$$\text{True Negative rate} = \frac{a}{a + b}$$

The false negative rate is the proportion of positive cases that were incorrectly classified as negative, and are calculated using equation:

$$\text{False Negative rate} = \frac{c}{c + d}$$

Finally, precision or positive predictive value presents the fraction of predictive positive cases that are accurate, and is calculated using the equation:

$$\text{Precision} = \frac{d}{b + d}$$

There are cases when accuracy is not adequate measures. The accuracy determined by the Accuracy equation can’t be an adequate measure of performance when the number of negative cases is much higher than the number of positive cases. If there are two classes and one is significantly smaller than the other, it is possible to obtain high accuracy if all instances are classified in a larger class.

For example, if the number of reliable suppliers is much higher than the number of unreliable suppliers, a system that classifies all suppliers as reliable would have high accuracy, but would be unusable because it would miss all the unreliable suppliers. In such cases, the sensitivity of the classifier is an important measure and its ability to correctly identify unreliable suppliers is crucial.

In machine learning, most classifiers assume equal importance of classes in terms of the number of instances and the level of importance, which means that all classes have the same significance. Standard techniques in machine learning are not successful when predicting a minority class in an unbalanced data set or when the false negatives are considered more important than false positives. In practical terms, unequal costs of inaccurate classifications are common, so that the asymmetric misclassification costs must be taken into account as an important factor.

Cost-sensitive classifiers adapting models to costs of misclassification in the learning phase, with the objectives to reduce the costs of misclassification rather than to maximize the accuracy of classification. Because many practical problems of classifications have different costs associated with different types of errors, various algorithms for the evaluation of the sensitivity of classification are used.

Complementarity is one of the important characteristics of the evaluation of classification models. Using the pairs measures can be displayed specific accuracy of classification models with somewhat opposed positions. For example, by varying the parameter selected modeling techniques can be at the expense of one of the specific measures to increase the accuracy of the model shown in another measure. This is an optimization problem in which the selection with the appropriate settings based on one measure, maximizes other measures. In some cases, the quality of the classifier needs to be expressed by a number, not a pair of dependent measures, which is achieved by using pairs measures. Using the pair’s value of measures, one measure is fixed and is observed only in the second measure. Thus, for example, can be considered measures of accuracy with fixed value of the response to 20% and in this case the derived measure is called the precision of 20%.

Besides derived measure, there are measures that are not based on fixing one component of a pair of measure, for example F-measure, which is defined as follows:

$$\text{F - Measure} = \frac{2 * \text{response} * \text{accuracy}}{\text{response} + \text{accuracy}}$$

Another way to test the performance of the classifier is the ROC graph. ROC graph is the two-dimensional representation which on the X axis represents the false positive rate and the Y axis represents the true positive rate. Item (0,1) is the perfect classifier: classifies all positive and all negative cases correctly. This is (0, 1), because the false positive rate is 0 (zero), a positive real rate is 1 (all). Point (0, 0) is a classifier that predicts all cases to be negative, while point (1, 1) corresponds to the classifier which ensures that every case is positive. Point (1, 0) is a classifier that is incorrect for all classifications. In many cases, the classifier has a parameter which can be adjusted to increase the real positive rates at the cost of increasing false positive rates or reducing the false positive rate based on the dropping value of real positive rates.

Each setting parameter gives par value for a false positive rate and positive real rates and the number of such pairs can be used to represent the ROC curves. Nonparametric classifier is presented ROC to one point, which corresponds to the par value of the false positive rate and positive real rate. Below figure shows an example of a ROC graph with two ROC curves and two ROC points marked P1 and P2.
Nonparametric algorithms produce a single ROC point for a particular data set. Characteristics of ROC graph are:
- ROC curve or point is independent of the distribution of the class or the cost of errors.
- ROC graph contains all the information contained in the matrix of errors.
- ROC curve provides a visual tool for testing the ability of the classifier to correctly identify positive cases and negative cases that were incorrectly classified.

The area under the one ROC curve can be used as a measure of accuracy in many applications, and it is called the measurement accuracy based on the surface.

The use of the classification accuracy of the classifier comparison is not an adequate measure unless the cost classification and distribution of class is unknown, but one classifier must be chosen for each situation. They propose a method of assessing the classifier using the ROC graph, imprecise costs and distribution of class. Another way of comparing ROC points is the equation that balances accuracy with Euclidean distances from the perfect classifier, i.e. from the point (0, 1) on the graph. In this way we include weighting factors that allow us to define the relative cost of improper classification, if such data are available.

The current forecast for all future periods is the same and is based on the current estimates of level. The forecast is stated as:

\[ F_{t+1} = L_t \text{ and } F_{t+n} = L_t \]

Where:
- \( D_t \) = Observed demand in time period \( t \)
- \( F_{t+1} \) = Forecasted demand for \( t+1 \) made in time period \( t \)
- \( N \) = Number of time periods

**Simple exponential smoothing:** This method is used if there is no trend or seasonality in the demand. The Simple Exponential Smoothing technique takes into account the smoothing factor which helps in reacting more strongly to recent changes in demand [25]. The formulas are expressed below:

The Lo is consider to be the average from all historical data, given demand data from period 1 until n:

\[ L_0 = \frac{1}{n} \sum_{i=1}^{n} D_i \]

For all future periods is the same as the current level and is given as:

\[ F_{t+1} = L_t \text{ and } F_{t+n} = L_t \]

Where:
- \( \alpha \) = Smoothing constant for level (0<\( \alpha <1 \))
- \( D_t \) = Actual demand in time period \( t \)
- \( F_t \) = Forecast made in period \( t \)

**Holt’s model:** This method uses if there is a level and a trend in the demand but no seasonality thus, uses linear regression between the demand and the time to determine the initial level

The future forecast period is expressed as:

\[ F_{t+1} = L_t + T_t \text{ and } F_{t+n} = L_t + nT_t \]

Then, the revised estimate is the weighted average that has been observed and also from the old estimates. How to revise the approximate levels are as follows:

\[ L_{t+1} = \alpha D_{t+1} + (1 - \alpha)(L_t + T_t) \]
\[ T_{t+1} = \beta(L_{t+1} - L_t) + (1 - \beta)T_t \]

Where:
- \( \alpha \) = Smoothing constant for level (0<\( \alpha <1 \))
- \( \beta \) = Smoothing constant for trend (0<\( \beta <1 \))
- \( n \) = Number of periods ahead to be forecast
- \( F_{t+n} \) = Holt’s forecast for period \( t+n \)

**Winter’s model:** This model will be appropriate if the demands have a level, trend and also a seasonal factor. The systematic component of demand is level plus trend and times seasonal factor. The level component would represent the average demand, the trend component would represent the increase or decrease in demand over time, and the seasonal component would represent the cyclical pattern of demand throughout the year. For instance, demand might be

**Figure 9:** ROC Graph

### 3.1.2 Demand Forecasting

**Time series models** are fitted on historical data and are used to predict volume (i.e. sales) over a period of time. We are examining in this study the simple moving average, simple exponential smoothing, Holt’s model, winter’s model[24] & ARIMA model.

**Simple moving average:** To determine the next forecast, this method requires historical data. This method will be useful if we assume that demand will stay steady over time or then the demand has no trend or seasonality. The advantages of this method are the simplicity of us, easy to understand and implement [25].

The formula of moving average is expressed as:

The level in period \( t \) is intimates as the average demand over the recent \( N \), the equation is shown below:

\[ L_t = (D_{t} + D_{t-1} + \ldots + D_{t-N+1})/N \]
higher during certain times of the year due to various factors.

To start the forecast, we must find out the level, trend, and seasonal factors first using a static model [24].

To find out the future forecast is expressed as:

\[
F_{t+1} = (L_t + T_t)S_{t+1} \text{ and } F_{t+1} = (L_t + T_t)S_{t+1}
\]

Then, revise the estimate level, trend, and seasonal factors as follows:

\[
L_{t+1} = \alpha(D_{t+1}/S_{t+1}) + (1 - \alpha)(L_t + T_t)
\]

\[
T_{t+1} = \beta(L_{t+1} - L_t) + (1 - \beta)T_t
\]

\[
S_{t+p+1} = \gamma(D_{t+1}/S_{t+1}) + (1 - \gamma)S_{t+1}
\]

Where:
\[
\alpha = \text{Smoothing constant for level (0<1)}
\]
\[
\beta = \text{Smoothing constant for trend (0<\beta<1)}
\]
\[
\gamma = \text{Smoothing constant for seasonality factor}
\]
\[
n = \text{Number of periods in forecast lead period}
\]
\[
p = \text{Number of periods in seasonal cycle}
\]
\[
F_{t+n} = \text{Winter's forecast for period } t+n
\]

And to measure demand forecast error, we can use mean squared error (MSE), mean absolute deviation (MAD) and mean absolute error (MAPE) [26].

Mean Squared Error measures the average of the squared differences between the forecasted and observed values. This method is appropriate when forecast error has a distribution that is symmetric about zero and if the cost of large error is much larger than the gains from very accurate forecast. The formula is:

\[
MSE = \frac{\sum (\text{Forecast Errors})^2}{n}
\]

Where:
\[
\text{Fe} = \text{Forecast error of demand value at time } t
\]
\[
n = \text{Number of time period}
\]

Mean Absolute Deviation is done by using the absolute value of the estimated error divided by the number of periods. This method is appropriate if the forecast error does not have a symmetric distribution and if the cost of a forecast error is proportional to the size of the error. It is expressed as shown as below:

\[
MAD = \frac{\sum |Actual - Forecast|}{n}
\]

Where:
\[
\text{Ft} = \text{Forecast demand value at time } t
\]
\[
\text{Dt} = \text{Actual demand at time } t
\]
\[
\text{At} = \text{Absolute value of forecast error at time } t
\]
\[
n = \text{Number of time period}
\]

Mean Absolute Percent Error is useful to avoid the large number of MSE and MAD when the forecast item is measured in thousands. This method is appropriate when the forecast has significant seasonality and demand varies considerably from one period to the next. This MAPE is calculated as:

\[
\text{MAPE} = \frac{\sum |Actual - Forecast|/Actual}{n}
\]

Where:
\[
\text{Ft} = \text{Forecast demand value at time } t
\]
\[
\text{Dt} = \text{Actual demand at time } t
\]
\[
\text{At} = \text{Absolute value of forecast error at time } t
\]
\[
n = \text{Number of time period}
\]

Autoregressive integrated moving average (ARIMA) model:
The ARIMA model has been extensively studied and applied in studies of forecast due to their attractive theoretical properties and because of the various empirical supporting evidences. In addition, ARIMA model has equivalence with most models of exponential smoothing, except for the multiplicative form of Holt-Winters [28].

Any forecasting method involves two steps: (i) the analysis of time series and (ii) the selection of the forecasting model that best fits to the data set. Likewise, for ARIMA, is used a similar sequence of analysis and selection by decomposition methods and regression. In this sense, this section is divided in two main parts: first, the basic concepts of autoregressive moving average models that support the ARIMA model are described, and then, the application of this model in time series forecasting.

The regression model takes the form:

\[
Y_t = b_0 + b_1X_1 + b_2X_2 + \ldots + b_pX_p + e_t
\]

Where is the predicted variable, to are explanatory variables, to are linear regression coefficients and represents the error.

If, however, these variables are defined as \(X_1 = Y_{t-1}\), \(X_2 = Y_{t}\), \(X_3 = Y_{t-3}\) \ldots \(X_p = Y_{t-p}\), now becomes

\[
Y_t = b_0 + b_1Y_{t-1} + b_2Y_{t-2} + \ldots + b_pY_{t-p} + e_t
\]

This equation still represents a regression equation, but differs from above since it has different explanatory variables that are, in fact, previous values of the predictor variable, called autoregressive (AR). Just as it is possible to regress past values of a series again, there is a time series model that uses past errors as explanatory variables:

\[
Y_t = b_0 + b_1e_{t-1} + b_2e_{t-2} + \ldots + b_pe_{t-q} + e_t
\]

In this equation, a dependency relationship is established between successive errors and the equation is called a moving average model (MA). Many stationary random processes cannot be modeled purely as moving or as autoregressive averages because they have qualities of both types of processes [4]. In this situation, the autoregressive (AR) can be effectively connected to the moving average model to form a common and general class of time series models called autoregressive moving average models (ARMA).
The ARMA model can only be used on stationary data. In practice, many of the time series are non-stationary, so that the characteristic of the underlying stochastic process changes over time. To extend the use of the ARMA model for nonstationary series is necessary to differentiate the data set. In this situation, the model is now called the autoregressive integrated moving average (ARIMA).

Any homogeneous non-stationary time series can be modeled as an ARIMA process of order \((p, d, q)\). The practical problem is to choose the most appropriate values for \(p, d, q\), i.e. specify the ARIMA model. This problem is solved in part by examining the autocorrelation function and partial autocorrelation function for the time series of interest. The first step is to determine the degree of homogeneity \(d\), that is, the number of times that the series needs to be differentiated to produce a stationary series. Then it examines the correlation and partial autocorrelation function to determine possible specifications of \(p\) and \(q\).

- \(p\): Lag order - the number of lag observations included in the model, also called the lag order
- \(d\): Degree of differencing - the number of times the raw observations are differenced
- \(q\): Order of moving average – the size of the moving average window

On a high level, we can abstract the prediction algorithm using ARIMA as following:

- Define the model ARIMA \((p, d, q)\)
- Fit the defined model on the training dataset (smaller subset of the original time series)
- Run the predictions on the latter data using the fitted model
- If the outcome doesn't fall into the defined confidence level (the correctness of the prediction compared to the existing data), adapt the properties \(p, d\) and \(q\) of the model

The main benefit of introducing the ARIMA model into the sales predictions for the wholesale industry is the possibility of running the model automatically as the significant amount of data arrives into the data warehouse. Usually, the process of traditional planning and forecasting includes a vast amount of manual work using specialized tolls, while our implementation of the model on the top of the existing data warehouse can automatically adjust the parameter models through the auto_arima function even without any user intervention. The models can be fitted on a daily basis, providing the end users a possibility of faster determination of the strategic and tactical decisions without the delay which typical human intervention includes.

4. Conclusion

Contrary to the B2C setting, the B2B setup suffers from lack of enough actionable studies. Thus, while conducting our study in the B2B sector, we propose a methodology for retailer segmentation, customer propensity and demand forecasting based on the proposed models using the power of data to improve the decision making.

We have addressed a set of problems from a manufacturer-retailer-consumer chain. Because of their intermediary role in the relationship between a manufacturer and consumers, retailers’ role becomes significant for the survival of the manufacturer. We have provided a detailed algorithmic approach a B2B retail setup may use to enhance their business. Our approach mentions customer segmentation as a tool to understand customer behavior and derive actionable insights. We also provided how those segments can be fed into various other modeling setups like customer propensity and demand forecasting to obtain a more precise outcome. All the suggested techniques, if implemented with minimal bias and truthful data, will help the business obtain its desired goals and sustain in the industry.

The future scope of the study in the B2B sector is vast and promising. The proposed methods have the potential to revolutionize the retail setup. By exploring additional techniques and models to improve customer segmentation, customer propensity and demand forecasting, businesses can adapt to make more informed data driven decisions.

References


[22] Amy, ‘Bagging vs Boosting vs Stacking in Machine Learning’. Bagging vs Boosting vs Stacking in Machine Learning | by Amy @GrabNGoInfo | GrabNGoInfo | Medium


Author Profile

Krishna Karthik Reddy Chavva
Email: Karthik.clarity@gmail.com
LinkedIn: https://www.linkedin.com/in/karthik-reddy-chavva

Swapnil Roy
Email: roy.swapnil17895@gmail.com
LinkedIn: www.linkedin.com/in/swapnil-roy-ab4355188