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Abstract: American Sign Language is a language that is used by those individuals who are physically impaired and cannot 

communicate through common spoken languages. Due to lack of awareness and a small population of individuals using sign 

language, those who rely on it as their only means of communication require human sign language translators in order to be able to 

communicate with the more fortunate abled individuals. However, in reality, it is not always practically feasible to have a human 

translator present at all times. That is why automation of a human sign language translator’s work can prove to be a more suitable 

alternative in a broader spectrum of use cases. A portable and practical sign language translator proves to be more socially and 

technically feasible than a human sign language translator. Keeping these set of circumstances in mind we are developing an 

application that allows two-way communication between a physically impaired individual and an abled individual. The application is 

designed for two categories of users: those who use ASL as their primary language for communication (disabled) and those who use 

English as their primary language for communication (abled). The primal aim is to curb the language barrier that exists between the 

2 categories of individuals in the hopes of providing better opportunities in society for the less fortunate through the use of our 

application. We propose to use a machine learning, computer vision based model that is capable of learning and performing the 

translations between English text and American Sign Language and vice versa.  
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1. Introduction  
 

Hearing and speech impaired people find it difficult to 

interact with abled people since using sign language isn‟t a 

viable option as it‟s not a universal language. This may lead 

to miscommunication between them. Currently, human sign 

language translators help in cases of communication between 

the abled and disabled people. However, having them around 

at all times isn‟t always possible. This derives the need to 

automate the work of human sign language translators. This 

is where our application proves to be beneficial and finds its 

use.  

 

I developed an application that is capable of performing 

translation of American Sign Language to English text and 

back from English to American Sign Language. Our 

application is aimed to provide 2 way translation between the 

2 types of languages. Through the use of a webcam that 

recognized ASL gestures and Symbols, I developed a 

training model that will facilitate the translation process. The 

application is targeted towards 2 sets of users: those 

individuals who use ASL as their primary language for 

communication and those individuals who use English as 

their primary language. 

 

This project would help in facilitating simple and efficient 

communication between the hearing and speech impaired 

individuals and those who are more fortunate, while 

eliminating the need of a human sign language translator. 

This will allow and provide a sense of better social 

acceptance, reach and opportunities for such individuals in 

the society. 

 

2. Literature Survey 
 

Here I have conducted a literature survey and a market 

analysis of most other significant sign language translation 

applications available on the internet. This survey was 

conducted to identify missing features of currently existing 

sign language translators and how they can be improved. 

Through the market analysis we identify novelty features in 

our proposed application while trying to improve on 

currently existing applications. 

 

Sign language translation (SLT) using frame stream density 

compression (FSDC) introduces an FSDC algorithm for 

detecting and reducing redundant similar frames, which 

effectively shortens the long sign sentences without losing 

information. Then, it replaces the traditional encoder in a 

neural machine translation (NMT) module with an improved 

architecture, which incorporates a temporal convolution (T-

Conv) unit and a dynamic hierarchical bidirectional GRU 

(DH-BiGRU) unit sequentially. The component takes the 

temporal tokenization information into consideration to 

extract deeper information with reasonable resource 

consumption [1]. 

 

Study of Sign Language Translation using Gesture 

Recognition has two modes of operation: Teach and Learn. 

The project uses a webcam to recognize the hand positions 

and sign made using contour recognition and outputs the 

Sign Language in PC onto the gesture made. This will 

convert the gesture captured via webcam into audio output 

which will make normal people understand what exactly is 

being conveyed. The project basically acquires images using 

the inbuilt camera of the device and performs vision analysis, 

functions in the operating system and provides speech 

outputs through the inbuilt audio device [2]. 

 

Speech To Sign Language Translator For Hearing Impaired: 

is a project that aims to design an application that converts 

the speech and text input into a sequence of sign language 

visuals. Speech recognition is used to convert the input audio 

to text and it is further translated into sign language. The 

proposed system is designed to overcome the troubles faced 

by the Indian deaf people. This system is designed to 
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translate each word that is received as input into sign 

language. This project translates the words based on Indian 

Sign Language [3]. 

 

A paper based on Research of a Sign Language Translation 

System Based on Deep Learning studies hand locating and 

sign language recognition of common sign language based 

on neural networks, and the main research contents include: 

hand locating network based on R-CNN to recognize the 

sign language video or the part of the hand in the picture, and 

the result of recognition is passed over for processing. A 3D 

CNN feature extraction network and a sign-language 

recognition framework based on long, short time memory 

coding as well as decoding network are constructed for the 

sign language images of sequences [4]. 

 

Sign language interpreter based model paper has developed 

the concept of a project which enables a computer to 

recognize the signs used in American Sign Language (ASL) 

and convert the interpreted data to text for further use. 

Gesture recognition is done using camera capture (either 

through an inbuilt webcam or an externally connected 

device).The processing is done using Human Computer 

Interaction (HCI). Human computer interaction is the 

discipline that mainly focuses on the interaction between 

people and computers. This model is an attempt to be 

developed however provides a plethora of valuable points to 

take back from [5]. 

 

Wearable device for sign language recognition: This project 

describes the development of a sign language translator that 

converts sign language into speech and text by using a 

wearable device. The glove-based device is able to read the 

movements of a single arm and five fingers. The device 

consists of five flex sensors to detect finger bending, and an 

accelerometer to detect arm motions. Based on the 

combination of these sensors, the device is able to identify 

any particular gestures that correspond to words and phrases 

in American Sign Language (ASL), and translate it into 

speech via a speaker and text which is displayed on an LCD 

screen [6]. 

 

Wecapable.com has developed a website based translator 

that converts English to ASL in a one way conversion 

manner. Wecapable allows for alphabet based conversion but 

excludes the conversion of standard commonly used phrases. 

Since other models and methods provide a two-way 

conversion from ASL to English and English to ASL they 

prove to be better suited for implementation in a real time 

conversation between an abled and disabled person [7]. 

 

Asl-dictionary.com is an application that is designed in such 

a way that it has predefined phrases in English and their 

corresponding ASL converted gestures. The application is 

also capable of converting English to ASL on entering text of 

the user‟s choice. However, it does not convert gestures in 

American Sign Language to English text for 2 way 

communication. In this proposed model, there is a low 

degree of machine learning and artificial intelligence 

application involved to provide efficiency and adaptability 

[8]. 

 

arxiv.org provides a report which mentions the use of a 

methodology that incorporates image processing algorithms 

to translate and process hand sign images of ASL, this in turn 

is more time consuming and resource intensive as compared 

to application of Computer vision for the same purpose 

which proves to be more efficient (and is a high-level 

understanding from the input digital videos with the purpose 

of automating human visual system). Computer Vision in 

theory makes a translation application faster and capable of 

translating multiple hand signs at once [9]. 

 

In the paper, the proposed sign language translation (SLT) 

includes three basic modules: object detection, feature 

extraction and classification and is solved using three 

powerful models- SSD, Inception 3 and SVM. These 

algorithms are applied for object detection, feature extraction 

and classification purposes. Firstly, Single Shot MultiBox 

Detection (SSD) architecture is utilized for hand detection, 

then a deep learning structure based on the Inception v3 plus 

Support Vector Machine (SVM) that combines feature 

extraction and classification stages is proposed to 

constructively translate the detected hand gestures. The 

criteria presented for the system were robustness, accuracy, 

and high speed [10]. 

 

3. System Architecture 
 

The System Design seeks to promote communication and 

collaboration among the project team members, stakeholders, 

and other interested parties by giving a comprehensive 

overview of the system's architecture. The development of 

software requirements, design specifications, and other 

system artifacts will be guided by this design, which will 

operate as a road map for the system's implementation and 

testing.  

 

A. Architecture Design  

1) Our project follows a phase by phase approach for design 

and implementation. Since the problem and requirements 

are well known prior to the implementation of the project, 

following a chain of phases during implementation makes 

it easier to identify areas of improvement and strong or 

weak links. Our project‟s work flow follows a chain of 

command since it is used to convert two different 

languages used in a communication process. 

2) Input to our application is obtained through the use of 

external or inbuilt sensors (web cameras) which is then 

further processed and translated to provide the 

corresponding matched output. Regardless of which way 

the communication and translation is taking place the 

output is always displayed on the predefined actuator 

(monitor). 
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Figure 1: Architecture Diagram for the Translation model 

 
B. Use Case Diagram  

 

 
Figure 2: Use Case Diagram for the Translator model 

 

4. Implementation 
 

A. Graphical User Interface  

Figure 3, shows the User Interface Mockup designs for the 

client-side web application. For our application‟s front end 

we are using HTML 5, CSS and PyScript to create an easy to 

navigate and understandable user interface through which 

users may browse the functionalities provided by our 

translator application. The User interface will provide two 

separate pages as a front end UI aimed at satisfying the two 

targeted categories of users of our application. One such 

page will be designed for the physically impaired set of users 

who wish to translate sign language into English text (the 

first direction of communication provided by our 

application) in order to communicate with an abled 

individual. The second page provided will be for those abled 

users who wish to reciprocate or communicate with a 

disabled individual by translating English text into American 

Sign Language Symbols (the second direction of 

communication provided by our application). 
 

 
Figure 3: Web User Interface Design for the Translator 

 

B. Data Flow Diagram  

The low-level design of the system is depicted in Flowchart 

that has been designed below. It portrays the phase by phase 

procedure in which our project executes at run time. The 

Personal Computer or laptop, when given an American Sign 
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Language hand sign input via the webcam, will attempt to 

recognize it by testing the recognized features on our trained 

machine learning model. Upon identification, the recognized 

alphabet or phrase is displayed as an output on the monitor in 

the form of English text. If the hand symbol or gesture is 

unrecognized by the application then the program continues 

to attempt recognition of hand symbols until and unless 

terminated by the user. Similarly, for converting English text 

to American Sign Language symbols, the input is taken from 

a user through the keyboard and is converted to the 

corresponding ASL hand symbols and displayed via the 

same monitor. 

 

 
Figure 4: Process Flow for the Translation Model 

 

C. User Interface  

We are utilizing HTML 5, CSS, and PyScript for the 

frontend of our application, with the intention of crafting a 

user-friendly and comprehensible interface. This interface 

will facilitate user interaction with the various functionalities 

offered by our translation application. The user interface will 

consist of two distinct pages, each tailored to cater to specific 

user groups. One of these pages will be dedicated to users 

with physical impairments who seek to convert sign 

language into English text (representing the primary 

communication direction of our application). This enables 

them to effectively communicate with individuals who 

possess full abilities. The second page will serve users who 

are not physically impaired and intend to engage in 

communication with disabled individuals. It allows them to 

translate English text into American Sign Language 

Symbols. 

 

D. Hardware and Software Interfaces  

 

1) Visual Studio Code: Visual Studio Code is a source code 

editor made by Microsoft for Windows, Linux and 

MacOS. The majority of popular programming languages 

are supported in Visual Studio Code on a basic level. This 

fundamental support consists of configurable snippets, 

code folding, bracket matching, and syntax highlighting. 

2) MediaPipe: The MediaPipe Framework is used to create 

machine learning pipelines for processing time-series 

data, including audio, video, and other types. This cross-

platform Framework works in Desktop/Server, Android, 

iOS, and embedded devices. MediaPipe Toolkit 

comprises the Framework and the Solutions. 

3) TensorFlow: TensorFlow is an end-to-end open source 

platform for machine learning. It has a comprehensive, 

flexible ecosystem of tools, libraries and community 

resources that lets researchers push the state-of-the-art in 

ML and developers easily build and deploy ML powered 

applications. 

4) Programming Languages: The Machine Learning model 

is built in Python, while the UI is built in JavaScript, 

HTML, and CSS. 

 

5. Results 
 

ASL to English 

 
Figure 5: ASL to English feature recognizing the alphabet 

„L‟ 

 

 
Figure 6: ASL to English feature recognizing the alphabet 

„A‟ 

 
Figure 7: ASL to English feature recognizing the alphabet 

„G‟ 
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The first option provided on the home page of our 

application is used to convert American Sign Language 

gestures into the corresponding English text alphabets. This 

feature is targeted towards the disabled category of users. 

This function is facilitated by the use of Google‟s Machine 

Learning framework: MediaPipe. MediaPipe is used to build 

machine learning pipelines for processing time series data. 

The web camera along with MediaPipe recognizes 

predefined index points on the palm and back of the user‟s 

hand and determines the distance between each point to 

learn the different hand symbols. A logging key is created 

and used to store the calibrated index values for each hand 

gesture and store it into the dataset each corresponding to the 

defined (trained) gesture. 

 

 
Figure 9: MediaPipe hand landmarks  

 

The calibrated index points that are stored into the dataset by 

using our defined logging key, it is stored in a tabular 

representation of a dataset containing only numeric values. 

In the first column there exist values ranging from 0 to 25 

each representing an alphabet of the English script. Multiple 

occurrences of the same numeric constant depict different 

data points used to train or eventually test and validate the 

machine learning model. Each row there after that is 

appended to each constant and is used to represent values 

pertaining to that specific data point. The dataset that was 

built to implement on our machine learning model contains 

roughly 5900 data points of which 60 to 70% is used in the 

training phase while the remainder is retained for validation 

and testing of our model.  

 

 
Figure 10: Instance of dataset depicting a few data points 

for the alphabet „A‟ 
 

In the above fragment instance of our dataset we can see a 

few of the data points and their corresponding values for the 

English alphabet „A‟ (represented by „0‟). 

 

 

 

 

 

 

English to ASL 

 

 
Figure 11: 1st instance of English to ASL translation for 

entered English text 

 

 
Figure 12: 2nd instance of English to ASL translation for 

entered English text 
 

The second option provided on the home page of our 

application is used to convert English text into the 

corresponding American Sign Language gestures. This 

feature is targeted towards the abled category of users. 

Through the use of HTML, CSS and JavaScript I developed 

a web page that provides the second functionality option that 

is displayed to users on the home page (“English to ASL”). 

As and when an abled user enters a English string that is to 

be translated into its corresponding ASL gestures the web 

application performs the translation and displays the 

translated result. This is the second user interface page that 

is provided by our translation application. 

 

6. Conclusion and Future Scope  
 

Our sign language translator application holds great societal 

value by aiming to provide better opportunities and lifestyles 

to those who unfortunately were not born with the same 

privileges as abled individuals are. The sign language 

translator finds its significance by identifying use cases that 

can be of importance to individuals who are disabled, such 

as job interviews between abled interviewers and disabled 

candidates or on focus tuition sessions, etc. The sign 

language translator aims to eliminate the wall that stands 

between abled and disabled individuals and hence is 

perceived as a significant and socially valuable project. 

Allowing and facilitating equal opportunities to all 

individuals of the society can in turn bring out a sense of 

humanity and care to enrich the social environment of that 

society itself.  
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Future Scope 

 

In the future as I complete developing and optimizing the 

sign language translation web application I aim to attempt to 

create a mobile application version of our translator. This 

mobile application will facilitate portability, easier usability 

and overall better reach of our translator over the internet. I 

also aim to facilitate the translation of standard words and 

phrases in order to make the application more versatile and 

suitable for faster communication.  
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