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Abstract: Plant leaf disease automated classification and recognition can play a significant part in reducing these threats. 

Agricultural Plant Leaf Disease Detection (APLDD) model is Computer Vision (CV) based process developed for automatic 

classification and recognition of abnormalities or ailments in plant leaves. This approach can play a critical part in precision farming 

by allowing initial recognition and appropriate interference in preventing the disease's spread and reducing the loss of crops. By the 

influence of CV and Deep Learning (DL), the APLDD technique can remarkably assist scientists and agriculturalists in employing 

proactive measures in safeguarding crops, promote sustainable farming routines, and enhance yields. Therefore, this article presents an 

Automated Agricultural Plant Leaf Disease Detection using Butterfly Optimization Algorithm with Deep Learning (APLDD - BOADL) 

technique. The presented model integrates VGG16 for feature extraction, Butterfly Optimization Algorithm (BOA) for hyperparameter 

tuning, and Long Short - Term Memory (LSTM) for disease classification. The VGG16 architecture is exploited for the generation of 

high - level features from these images. For optimizing the results of the VGG16 model, Butterfly Optimization Algorithm (BOA) is 

applied for hyperparameter tuning process. Finally, the LSTM classification enables accurate disease identification and differentiation 

between healthy and diseased leaves. The results demonstrate the superior accuracy and robustness of our approach compared to 

traditional methods.  
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1. Introduction 
 

Agriculture is a significant source of economic development 

in India. The farmer chooses the necessary crop depending 

on the location’s weather conditions, types of soil, and 

commercial value [1]. Due to weather changes, political 

uncertainty, and increasing populations, the agricultural 

sectors started to look for novel techniques for raising food 

production [2]. These researchers allow search for new high 

productivity inventions, which are accurate and efficient. 

With help of precise agriculture in Information Technology 

(IT), cultivators might gather data and information for 

making the proper decision on great agricultural production 

[3]. Precision agriculture (PA) is an advanced technology, 

which provides complicated methods to optimizer 

agricultural commodities. Economic growth in agriculture 

can be attained through exploitation of these complex 

technologies [4]. PA is utilized for several applications, like 

identification of plant diseases, weed detection, crop yield 

production, plant pest detection, and so on [5]. A farmer 

utilizes pesticides to avoid diseases, control pests, and raise 

crop yield. Crop diseases are causing difficulties for farmers 

because of lower output and financial losses and industrial 

cultivation [6]. Hence, disease detection and severity are 

focusing on the requirement that is described as appropriate.  

 

Manual methods in traditional agricultural businesses are not 

cover wide field of crops and deliver earlier background data 

for decision making processes [7]. Therefore, the authors are 

not stopped looking for methods to advance automated 

practical approaches and efficient techniques for identifying 

plant diseases. The deep learning (DL) based techniques, 

specifically, have built several applications in plant disease 

detection [8]. To address the issuers related to conventional 

classification approaches and describe cutting edge 

techniques in this domain [9]. The DL technique is a new 

technique, which has exposed good promise and achieved in 

different areas where it is utilized. But it can be a category 

of Machine Learning (ML) technique, which attempts to 

model at a higher level of data abstraction using articulating 

structures of different transformations [10].  

 

This article presents an Automated Agricultural Plant Leaf 

Disease Detection using Butterfly Optimization Algorithm 

with Deep Learning (APLDD - BOADL) technique. The 

presented model integrates VGG16 for feature extraction, 

Butterfly Optimization Algorithm (BOA) for 

hyperparameter tuning, and Long Short - Term Memory 

(LSTM) for disease classification. The VGG16 architecture 

is exploited for the generation of high - level features from 

these images. For optimizing the results of the VGG16 

model, Butterfly Optimization Algorithm (BOA) is applied 

for hyperparameter tuning process. Finally, the LSTM 

classification enables accurate disease identification and 

differentiation between healthy and diseased leaves. The 

results demonstrate the superior accuracy and robustness of 

our approach compared to traditional methods.  
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2. Related Works 
 

In [11], the authors have made an organized literature 

analysis on the applications of developed ML and DL 

technologies for classifying plant disease. All stated systems 

can be categorized by the particular processing methods 

such as image segmentation, and feature extraction, in 

addition to the standardized experimental setup metrics such 

as training database used or aggregate sum of testing, 

percentage of classification precision, quantity of diseases 

below considerations, and types of classifier employed. In 

[12], Efficient Net DL architecture was recommended in 

plant leaf disease classification and the implementation of 

such technique can be made compared to other advanced DL 

techniques. The Plant Village databases are used for training 

approaches. The other DL methods and Efficient Net model 

are trained by TL technique. In the TL method, each layer of 

technique is determined to be trainable. Panigrahi et al. [13] 

focussed on supervised ML methods such as KNN, DT, RF, 

SVM, and NB, for corn plant disease detection by method of 

plant images. The aforementioned classification techniques 

are studied and a comparison is done to select the great 

proper approach with high precision for predicting the plant 

disease. In [14], the authors have studied the current CNN 

network system related to plant leaf disease classification.  

 

 

 

3. The Proposed Model 
 

This article has introduced a new APLDD - BOADL 

technique for agricultural plant leaf disease detection and 

classification. It involves VGG16 feature extractor, BOA 

based hyperparameter optimization, and LSTM for disease 

classification. Fig.1 exhibits the overall process of APLDD - 

BOADL approach.  

 

3.1. VGG16 Model 

 

The VGG16 architecture is exploited for the generation of 

high-level features from these images. VGG-16 approach is 

implemented in extracting features [15]. A sequence of non-

linearity and complex filters are employed to solve 

following formulas. CNN has level hierarchy. The 𝑥𝑗  is 

attained from the input signal 𝑥: 

 

𝑥𝑗 = 𝜌𝑊𝑗𝑥𝑗 − 1.                                                  (1)  

 

However, 𝑊𝑗  depicts the linear operator, and these 

conditions demonstrate non-linear conduct. Additionally, 𝑊𝑗  

is frequently implemented in convolution in CNN, with an 

exponential sigmoid[1 +  exp (−𝑥)]−1 or 𝜌 as a 

rectifier max (𝑥; 0). 𝑊𝑗 , the convolutional filter stack is 

considered.  

 

 
Figure 1: Overall process of APLDD - BOADL system 
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Hence, the convolution in the overall layers is resolved by 

the comprehensive convolution layers.  

𝑥𝑗  𝑢, 𝑘𝑗 = 𝜌   𝑊𝑗 ,𝑘𝑗
 . , 𝑘 ∗ 𝑥𝑗−1 . , 𝑘  

𝑘

 𝑢     (2) 

Additionally, a distinct convolution model known as * is 

enforced: 

 𝑔 ∗ 𝑓  𝑥 =  𝑔

∞

𝑢=−∞

 𝑢 𝑓 𝑥 − 𝑢 .           (3)  

 

The optimization of CNN is non-convolutional issue. 

Weight 𝑊𝑗  is regularly trained by stochastic gradient 

descent, with the gradient largely specified by the back 

propagation. The data reliability is of greatest significance in 

DL technique and majorly relies on a tremendous data 

number that has to be trained. For training the basic patterns 

of the data, an enormous data number is required. TL is 

employed to address the training dataset issue that is 

dispersed consistently independent of the testing dataset 

dispersion, which inspires in applying TL to address the 

incompetently trained dataset issues. The VGG feature 

sequence network is the 3 × 3 complex layers that are on top 

of one another, and the depth gets mostly higher. 

 

3.2. BOA based Parameter Tuning 

 

For optimizing the results of the VGG16 model, the BOA is 

applied for hyperparameter tuning process. BOA duplicates 

the courting and foraging conduct of the butterflies. In BOA, 

every butterfly has a discrete perception and smelling 

capability, and the robustness of these capabilities differs 

among individuals [16]. Eq. (4) portrays how stern other 

butterflies are capable of smelling an individual amidst them 

and is represented as follows:  

 

𝑓 𝑥 = 𝑐𝐼𝑎                                   (4) 

 

Also, 𝑓(𝑥), 𝑐, 𝐼, and 𝑎 depict the odor concentration 

function, sensory shape coefficient, stimulus intensity, i.e., 

the fitness value, and the intensity coefficient, and the values 

lie between the range [0,1]. 

 

The variable 𝑐 that portrays the sensory shape coefficient 

can supposedly adopt any value inside the limit [0,∞), and 

its computation is represented in Eq. (5). 

𝑐𝑡+1 = 𝑐𝑡 +  0.025/ 𝑐𝑡 ⋅ 𝑇max                     (5) 
 

Also, 0.01 is the original value of 𝑐, and 𝑇 max   specifies the 

algorithm’s greatest iteration number. The BOA model 

determines the model’s local and global search according to 

𝑝, the switching probability and the location upgrade 

formula are depicted in Eq. (6): 

𝑥𝑖𝑡+1 =  
𝑥i

t +  𝑟2 ⋅ 𝑔∗ − 𝑥i
t ⋅ 𝑓𝑖′𝑝 < 𝑟𝑎𝑛𝑑

𝑥i
t +  𝑟2 ⋅ 𝑥j

t − 𝑥k
t  ⋅ 𝑓, 𝑝 ≥ 𝑟𝑎𝑛𝑑

                (6) 

 

Also, 𝑔∗, 𝑥𝑗
𝑡 ,𝑥𝑘

𝑡 , 𝑓𝑖 , and 𝑟illustrates the present iteration’s 

optimum location of the overall butterflies, 𝑗‐th and k‐th 

butterflies' spatial locations in the 𝑡‐th iteration,the 𝑖‐th 

butterfly’s fitness value, and the random number value, 

subsequently. 

 

3.3. LSTM Classification 

 

At last, the LSTM model is used for classification process. 

LSTM is a kind of Recurrent Neural Network (RNN) 

construction that is particularly built for modelling and 

handlining serial data [17]. LSTM is specifically efficient in 

learning and capturing long - term reliabilities and patterning 

in time sequence data, enabling it most appropriate for time 

sequence vibration data. The LSTM unit’s mathematical 

representation of formulas is as follows:  

𝑧 = tanh 𝑤 𝑥𝑡 , 𝑕𝑡−1] + 𝑏                               (7) 

𝑧𝑖 = 𝜎 𝑤𝑖 𝑥𝑡 , 𝑕𝑡−1] + 𝑏𝑖                             (8) 

𝑧𝑓 = 𝜎 𝑤𝑓  𝑥𝑡 , 𝑕𝑡−1] + 𝑏𝑓                             (9) 

𝑧0 = 𝜎 𝑤0 𝑥𝑡 , 𝑕𝑡−1] + 𝑏0                           (10) 

The cell state 𝑐𝑡  is provided by the addition of the prior cell 

state, the Hadamard product () of forget gate, and the 

Hadamard product of input gate and cell update 𝑧.The 

formula of cell state 𝑐𝑡  is as follows: 

𝑐𝑡 = 𝑧𝑓 ∗ 𝑐𝑡−1 + 𝑧𝑖 ∗ 𝑧;                     (11) 

Likewise, 𝑕𝑡 , the new hidden state is represented by: 

𝑕𝑡 = 𝑧0 ∗ tanh 𝑐𝑡 ;                       (12) 

And 𝑦𝑡 , the current output is depicted by: 

𝑦𝑡 = 𝜎 𝑤 ′𝑕𝑡 .                            (13) 
The construction of the LSTM allows networking to 

efficiently retain and capture long-term reliabilities in serial 

data. Through restrictively forgetting and storing data at 

every time step, the networking can be learning to leverage 

and detect appropriate patterns in the information, though 

they happen over longer time-span. 

 

4. Performance Validation 
 

In this section, the outcomes of the APLDD - BOADL 

method are studied on the plant disease dataset [18], 

comprising 609 samples as demonstrated in Table 1. Fig.2 

demonstrates the sample images.  

 

Table 1: Description of database 

Label Class Name No. of Images 

C1 Black spot 171 

C2 Canker 163 

C3 Greening 204 

C4 Melanose 13 

C5 Healthy 58 

Total images 609 
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Figure 2: Sample Images 

 

Fig.3depicts the classifier results of the APLDD – BOADL method under test dataset. Figs.3a - 3b demonstrates the 

confusion matrix offered by the APLDD – BOADL technique at 70: 30 of TR set/TS set. The figure showed that the APLDD 

– BOADL approach has detected and classified all 5 class labels accurately. Likewise, Fig.3c reveals the PR examination of 

the APLDD – BOADL method. The figures described that the APLDD – BOADL approach has attained high PR 

performance under 5 classes. At last, Fig.3d demonstrates the ROC inspection of the APLDD - BOADL model. The figure 

illustrated that the APLDD – BOADL method has resulted in promising outcomes with high ROC values under 5 class labels.  
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Figure 3: Performance of (a - b) Confusion matrices, (c) PR_curve, and (d) ROC_curve 

 

The detection results of the APLDD-BOADL technique are 

studied in Table 2 and Fig. 4. The table values inferred the 

enhanced results of the APLDD-BOADL technique on all 

classes. On 70% of TR set, the APLDD-BOADL technique 

provides average 𝑎𝑐𝑐𝑢𝑦  of 99.25%, 𝑝𝑟𝑒𝑐𝑛of 98.41%, 𝑟𝑒𝑐𝑎𝑙  

of 91.97%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 94.51%, and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 95.72%.Also, 

on 30% of TS set, the APLDD-BOADL method provides 

average 𝑎𝑐𝑐𝑢𝑦  of 99.78%, 𝑝𝑟𝑒𝑐𝑛of 99.09%, 𝑟𝑒𝑐𝑎𝑙  of 

99.64%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 99.35%, and 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 99.76%.  

 

Table 2: Detection outcome of APLDD - BOADL algorithm on 70% of TR set/30% of TS set 

Class 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝒔𝒄𝒐𝒓𝒆 𝑨𝑼𝑪𝒔𝒄𝒐𝒓𝒆 

Training Phase (70%)  

Black spot (C1)  99.30 100.00 97.74 98.86 98.87 

Canker (C2)  99.06 98.15 98.15 98.15 98.76 

Greening (C3)  98.83 96.60 100.00 98.27 99.12 

Melanose (C4)  99.53 100.00 66.67 80.00 83.33 

Healthy (C5)  99.53 97.30 97.30 97.30 98.52 

Average 99.25 98.41 91.97 94.51 95.72 

Testing Phase (30%)  

Black spot (C1)  100.00 100.00 100.00 100.00 100.00 

Canker (C2)  99.45 100.00 98.18 99.08 99.09 

Greening (C3)  100.00 100.00 100.00 100.00 100.00 

Melanose (C4)  100.00 100.00 100.00 100.00 100.00 

Healthy (C5)  99.45 95.45 100.00 97.67 99.69 

Average 99.78 99.09 99.64 99.35 99.76 
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Figure 4: Average outcome of APLDD - BOADL algorithm on 70% of TR set/30% of TS set 

 

Fig. 5 shows the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦  and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦  

of the APLDD-BOADL method. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦  is defined 

by the evaluation of the APLDD-BOADL system on TR 

dataset while the 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦  is calculated by assessing the 

performance on a separate testing dataset. The outcomes 

show that 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦  and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦  increase with an 

upsurge in epochs. Consequently, the performance of 

APLDD-BOADL method gets improved on the TR and TS 

datasets with a maximum number of epochs. 

 
Figure 5: 𝐴𝑐𝑐𝑢𝑦  curve of the APLDD-BOADL algorithm 
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Fig. 6, shows the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 outcomes of the 

APLDD-BOADL method. The 𝑇𝑅_𝑙𝑜𝑠𝑠describes the error 

amongst the original values and predictive performance on 

the TR data. The 𝑉𝑅_𝑙𝑜𝑠𝑠 represent the measure of the 

performance of the APLDD-BOADL method on individual 

validation data. The results show that the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 

𝑉𝑅_𝑙𝑜𝑠𝑠 tends to decrease with rising epochs. It depicted the 

improved performance of the APLDD-BOADL method and 

its ability to produce accurate classification. The reduced 

value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠illustrates the improved 

performance of the APLDD-BOADL method on capturing 

relationships and patterns. 

 

 
Figure 6: Loss curve of the APLDD - BOADL algorithm 

 

Table 3: Comparative outcome of APLDD - BOADL 

technique with other approaches 

Methods Precision F - Score Accuracy 

RF 78.00 76.70 76.80 

SGD 86.90 86.50 86.50 

SVM 87.30 87.10 87.00 

VGG19 87.70 87.40 87.40 

InceptionV3 89.20 89.00 89.00 

VGG16 89.60 89.50 89.50 

SOSDL - APLDD 99.12 99.26 99.56 

APLDD - BOADL 99.25 99.35 99.78 

 

The comprehensive comparison study of the APLDD-

BOADL method is reported in Table 3 and Fig. 7 [7]. The 

results highlighted that the APLDD-BOADL technique 

accomplishes enhanced performance over recent models. 

Based on 𝑝𝑟𝑒𝑐𝑛 , the APLDD-BOADL system gains 

maximum 𝑝𝑟𝑒𝑐𝑛  of 99.25% while the RF, SGD, SVM, 

VGG19, Inceptionv3, VGG-16, and SOSDL-APLDD 

techniques attain minimum 𝑝𝑟𝑒𝑐𝑛  values.Besides, based on 

𝐹𝑠𝑐𝑜𝑟𝑒 , the APLDD-BOADL method gains maximum 𝐹𝑠𝑐𝑜𝑟𝑒  

of 99.35% whereas the RF, SGD, SVM, VGG19, 

Inceptionv3, VGG-16, and SOSDL-APLDD systems attain 

reduced𝐹𝑠𝑐𝑜𝑟𝑒  values. At last, based on 𝑎𝑐𝑐𝑢𝑦 , the APLDD-

BOADL method gains increasing 𝑎𝑐𝑐𝑢𝑦  of 99.78% whereas 

the RF, SGD, SVM, VGG19, Inceptionv3, VGG16, and 

SOSDL-APLDD approaches attain decreased 𝑎𝑐𝑐𝑢𝑦  values. 
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Figure 7: Comparative outcome of APLDD - BOADL technique with other approaches 

 

5. Conclusion 
 

This article has introduced a new APLDD - BOADL method 

for agricultural plant leaf disease detectionand classification. 

It involves VGG16 feature extractor, BOA based 

hyperparameter optimization, and LSTM for disease 

classification. The VGG16 architecture is exploited for the 

generation of high - level features from these images. For 

optimizing the results of the VGG16 model, the BOA is 

employed for hyperparameter tuning process. Finally, the 

LSTM classification enables accurate disease identification 

and differentiation between healthy and diseased leaves. The 

results demonstrate the superior accuracy and robustness of 

our approach compared to traditional methods.  
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