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Abstract: The unstoppable ever - increasing use of the internet by millions of users across the globe triggers the imperativeness of 

cloud computing. A greater pool of organizations and developers had paid a magnificent interest to cloud computing. In cloud 

computing, the advantages obtained outweigh by far legacy on - prem data centre technology. With cloud computing users enjoy the pay 

- as per use model while appreciating an assortment of facilities from applications, process competence and storage. Henceforth, the 

drastic movement of organizations toward the cloud is overwhelming. Cloud computing is now miles ahead of conventional computing. 

In this research paper, a “BUSY & AVAILABLE” Algorithm is proposed for virtual machine allocation in a heterogeneous cloud. The 

proposed algorithm distributes autonomous user requests to available VMs in datacenter efficiently to manage appropriate load 

balancing 
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1. Background 
 

Industry and academia had shown a great interest in cloud 

computing at the time of this writing. Compliant to the 

official NIST definition, "cloud computing is a model for 

enabling ubiquitous, convenient, on - demand network 

access to a shared pool of configurable computing resources 

(for example, networks, servers, storage, applications and 

services) that can be expeditiously provisioned and released 

with least possible management effort or service provider 

synergy. "[1]The ever - increasing gravity of cloud 

computing in the IT world can’t be thwarted. Cloud 

computing can slash operational and capital costs. Cloud 

computing is a very colossal concept. One of the outstanding 

features of cloud computing is its elasticity at which the 

resources can be scaled up or down based on some tracked 

metrics of the cloud computing services. Cloud computing 

seems to be the favorite emerging technology which is 

drawing the scrutiny of the entire technocrat in the field of 

information technology. It is necessarily indicated to as 

accessing computing service over the cyberspace.  

 

1.1 Motivation 

 

The tremendous adoption of the cloud by millions of 

organizations as a result of its valued features and services 

has resulted in substantial traffic at the cloud service 

provider. Load imbalance may be as a result of the dynamic 

workload patterns and a massive quantity of service 

request[2]. Improper load balancing has a greater 

contribution in terms of resources wastage and performance 

degradation on of the service provider. Henceforth, the end 

users suffer a degraded Quality of Service (QoS) and 

violates SLA [3]. Incoming user requests to the datacentre 

are processed by allocating them to a VM resource. A 

heterogenous and homogenous resource configuration may 

be used for a modern datacentre. Allocating user requests 

and balancing the load amongst available VMs had proved 

to be a mammoth task on heterogenous VM configuration 

[4]. A very crucial task in cloud computing is how to 

efficiently load balance 

 

1.2 Load Balancing 

 

As the influx of traffic escalates on a website or business 

application, it’s unbearable for a single server to support the 

full workload. Organizations thus must spread the workload 

over several servers and to accomplish this, load balancer 

tools can help in dividing the network traffic consistently 

and thus preventing fiascos caused by overloading a specific 

resource. Hence, while load balancing and its tools can 

improve the performance and availability of applications, 

websites, databases, and other computing resources, it can 

act as an imperceptible facilitator to guarantee the 

connection requests are perceptible to end users [5]. High 

Quality of Service (QoS) is the customer expectation from 

the service provider as well as profit is awaited by the 

provider. These expectations can both be achieved through 

maximizing resource utilization by proper load balancing [1]. 

While allocating user requests to the VMs, the algorithm 

should consider current VMs’ state and the heterogeneity of 

resources in cloud data centre.  

 

2. Literature Review 
 

The ever - increasing gravity of cloud computing in the IT 

world can’t be thwarted and its performance is one greatest 

concern. The major challenge noted in cloud computing is 

load balancing. In this section research studies related to 

load balancing are highlighted.  

 

2.1 Ojhaet al in 2014 proposed [6] a hybrid load balancing 

approach was proposed using “Round Robbin” and 

“Throttled” algorithm. The throttled algorithm selected the 
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VM allocated using Round Robbin method. The throttled 

algorithm efficiently uses all the VMs it selected. Throttled 

algorithm performs great in a homogeneous cloud 

environment, nevertheless performance might get degraded 

in case of heterogenous cloud environment.  

 

2.2Badshaha P Mullaet al in 2020 proposed[1] that the 

heterogeneous configuration of cloud datacentre resources 

and the genuine utilization of processing elements have not 

been accounted for during the load balancing mechanism. 

For efficient utilization of all the available resources at cloud 

datacentre reliant on their processing competences these 

issues are supposed to be considered by the efficient load 

balancing algorithm. These considerations are imperative 

inputs to improvement of datacentre processing time and 

quality of Service (QoS) to the cloud users. The In the 

previous studies, throttled algorithm is deemed best 

algorithm over the traditional load balancing algorithm.  

 

2.3Nilesh et al in 2017 proposed[7] that in 1992, Macro 

Dorigo and his colleagues proposed Ant Colony Algorithm 

(ACO). ACO isinspired from Real Ants. When hunting for a 

food, Ant has aptitude to determine the pathbetween nest 

and food. When ants explore for a food, ant wanders 

haphazardly and in return tripthey lay some chemical 

substances i. e., pheromone on the ground. The path withthe 

highest density of pheromone will attract all the other ants to 

follow that same path for food search and back to the nest. 

The pheromonetrails are used by ants to reach the food 

sources. The Indirect communication amongst the ants via 

pheromone trails permits them to get theshortest paths 

between their nest and food sources.  

 

2.4Sandeep Sharma et al 2008 proposed [8]Round Robbin is 

a widely used, straight forward and easy algorithm. A 

circular fashion is used by the algorithm to assign user 

requests to each VM, and this is done without taking into 

account the processing capabilities of any individual VM. 

RR is extremely efficient for datacentres where all VMs 

have equal processing capabilities. Put simply, it works 

perfectly for the homogeneous cloud.  

 

2.5Bharat Khatavkaet al 2017 proposed [9] that so as to 

improve continuity and availability of cloud computing, an 

introduction of a load balancing approach that reduces cloud 

latency and response time was done. A study was carried out 

to copy data from a source faulty VM to a target VM, to 

make sure users seamlessly access information 

uninterruptedly. the reason behind is to put together 

weighted RR and Max Min algorithms to come up with an 

efficient Weighted Max min algorithm and two important 

parameters that is waiting time and response times were 

reduced.  

 

3. Methodology 
 

The aim of this research is mainly centred at minimizing the 

user request response time and heterogenous cloud 

datacentre processing time. The proposed algorithm which is 

deployed at the Vmloadbalancer in consultation with the 

Datacentre Controller (DCC), identify the suitable VM for 

the user request allocation. “Round Robin”, “Throttled” and 

“Equally Spread Current Execution Load” algorithms are 

compared with the proposed algorithm for performance 

analysis.  

 

3.1 Proposed Algorithm  

 

VMs processing power is considered during the allocation. 

Two separate tables viz AVAILABLE Table and BUSY 

Table are used to store the VM indexes of the proposed 

algorithm [1].  

 

Upon receiving the user request, to find out the VMthe 

AVAILABLE table is scanned. Incase no VM was found in 

the AVAILABLE table, the VM with the suitable capacity 

will be searched by the algorithm from the BUSY tableto 

execute the current request [10]. To avoid extra overload on 

the BUSY VM defined threshold levels are used.  

 

The available VM resources in a heterogenous cloud 

environment may have varying capabilities in terms of 

memory, processing speed and number of processors. 

Accordingly, BUSY Table having a VM with resources can 

be used to execute a request rather than putting it in the 

waiting queue [1].  

 

 
Figure 1: Efficient Load Balancing in Heterogeneous Cloud 

to Reduce Response Time and Processing Time Using 

proposed “BUSY & AVAILABLE” Algorithm 

 

The proposed algorithm is supposed to calculate capacity of 

every VM so that a suitable VM from the BUSY table is 

searched. The average capacity of the VM is calculated and 

the only VM having its capacity greater than or equal to 

average capacity is selected. Round Robin manner is used to 

allocate the requests. Two (2) threshold values are used by 

this algorithm so as to get rid of extra overload on BUSY 

VM.  

 

4. Simulation and Result Argument 
 

A simulator has been used to carry out the experiment as 

real tests limit experiments due to infrastructure scale[1]. It 

is time consuming to carry out performance measurement of 

the system on real cloud environment [11]. The repetition of 

experiments is very difficult in real cloud [12]. Overall, it is 

very expensive to access infrastructure of a real cloud.  
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4.1 Simulation Setup 

 

For the simulation to be carried out, a cloud based social 

networking application on internet have been considered that 

is FB. Facebook Subscribers and World Population Statistics 

updated as of March 31, 2021 across the main seven (7) 

regions [13].  

 

In this research, a similar system has been assumed on the 

normalized scale (1/300
th

). Seven (7) User Bases have been 

defined which represents the users from the above 7 regions. 

Table below represents user base characteristics.  

 

Table 1: User base characteristics 
User Base 

& Region 

Time Zone 

(GMT) 
Peak Hours 

AvPeak 

Users 

Av Off - 

Peak Users 

UB - 0 GMT+200 18.00–20.00 883 000 883 000 

UB - 1 GMT+600 01.00 – 03.00 3748000 3748000 

UB - 2 GMT+400 20.00 – 22.00 173700 173700 

UB - 3 GMT+400 15.00 – 17.00 152800 152800 

UB - 4 GMT+600 01.00–03.00 484800 484800 

UB - 5 GMT+600 13.00 – 15.00 880500 880500 

UB - 6 GMT+1000 09.00 – 11.00 81800 81800 

 

To make life easier here, an assumption of 10% of the users 

are active during off - peak hours. Another assumption made 

here is that when a user in online for every five (5) minutes a 

new request is generated[1]. As many users access the 

application during the night after working hours for about 2 

hours, henceforth thus how peak hour was concluded from.  

 

VMs are hosted on physical machines residing in a 

datacentre. Different capacity for physical machines such as 

number of CPU (2/4/6/8/10), RAM (2GB/4GB) and 

processing power in terms on Millions of Instructions per 

Second (MIPS) enables creating a heterogeneous cloud 

environment.  

 

5. Results and Discussion 
 

For analysing the behaviour of the “BUSY and 

AVAILABLE” algorithm, three different scenarios have 

been considered here. For each scenario, number of VMs, 

broker policy and number of data centres are different. A 

repetition for the simulation on “Throttled”, “Round Robbin” 

and the proposed “BUSY and AVAILABLE” algorithms has 

been done for analysing results.  

 

Scenario 1: Single Datacentre with 50 VMs  
 In the figure 5 below, it is clearly shown that “Round 

Robbin” and “Throttled” takes more time for performance 

parameters considered. In “Round Robbin” algorithm, 

allocation of VMs is done in a circular manner not 

considering its processing capabilities such as RAM, number 

of processors, processing power and so on. In this case, only 

one data centre is used and hosted with fifty (50) VMs. 

“Throttled” algorithm allocates a single VM only a specified 

number which is represented by threshold value, the user 

requests at particular any given time. In a scenario where 

extra requests are there; these requests are put in a waiting 

queue until the availability of the next VM. Processing 

capability of VMs is not considered too in “Throttled” 

algorithm. The proposed “AVAILABLE&BUSY” 

Algorithm has considered the capabilities of each VM and 

request were allocated accordingly.  

 

 
Figure 2: Single Datacentre with 50 VMs 

 

In the proposed “Busy and Availability” algorithm; 

processing time of data centre reduced by 32% and user 

request response time reduced by 30 %.  

 

Scenario 2: Two Datacentre with 25 VMs  
As the application grows in popularity, it is then deployed 

by the provide in few more locations. This is what scenario 

is representing. With this assumption, two datacentres each 

with 25 VMs has been used in this scenario. 

Correspondingly, we used the “Service Proximity Based” 

(Closest Datacentre) and “Performance Optimized Routing” 

service broker policies. Figure 6 and 7 shows simulation 

results.  

 

 
Figure 3: Two Datacentres with 25 VMs and Closest 

Datacentre Service Broker Policy 

 

 
Figure 4: Two Datacentres with 25 VMs and “Performance 

Optimized Routing Service Broker Policy” 

 

Paper ID: SR22223032201 DOI: 10.21275/SR22223032201 291 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 12 Issue 8, August 2023 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Above Figure 6 and 7; clearly shows that the “Performance 

Optimized Routing” service broker policy offers better 

results. The motive behind this is that the nearest datacentre 

service broker policy chooses the closest datacentre by not 

considering the response time while the performance 

optimized service broker policy calculates an estimation of 

response time from each datacentre and chooses the best 

datacenter [1]. From the two cases, the proposed “BUSY & 

AVAILABLE “Algorithm has reduced datacentre 

processing time by 30% and response time magnificently by 

20%.  

 

6. Conclusions and Future Work 
 

One of the major factors considered to improve performance 

of cloud computing challenges is load balancing. The 

primary objective of the proposed “BUSY and 

AVAILABLE” is to enhance response time and data 

processing time. In the algorithm average capacity of all 

virtual machines and current capacity of each virtual 

machine is calculated. The proposed algorithm allocates the 

requests to a suitable virtual machine basing both 

capabilities and predefined threshold values so as to avoid 

overloading. The results carried in a heterogenous cloud 

environment proved a magnificent reduction in the two 

considered performance parameters compared to “Throttled” 

and “Round Robin”. In future studies it will be more 

imperative to compare load balancing algorithms on other 

parameters not just the two used in this research. 
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