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Abstract: Due to the nature of AI, it is difficult for businesses to continually create and deploy models to complicated production systems while maintaining quality. Data processing, model training, code creation, and system management are the pipeline's four steps. We also relate the difficulties of pipeline deployment, modification, and deployment to these four phases of AI evolution. The potential for ongoing model improvement to boost AI performance and flexibility has garnered considerable interest in both academia and industry. This report provides a survey of ongoing efforts in both academia and industry to advance AI model development. We begin with an overview of the pipeline's most crucial parts, which include data collection and preparation, model development and assessment, roll out and monitoring, and iterative refinement. We go into the difficulties at each level and look at recent developments in research and best practices in the field. The next section explores the present status of data collecting and preprocessing studies, with a particular emphasis on methods for gathering and cleaning large-scale datasets, dealing with data bases, and ensuring privacy and security. To address the interpretability and fairness of models, we also look at methods for training and evaluating models, such as transfer learning, reinforcement learning, and explainability approaches. We also examine the deployment phase, dissecting the best practices for deploying models across different environments, as well as the advantages and disadvantages of containerization and scalability. We address methods for updating and retraining models, as well as the need of continual monitoring and assessment in detecting model drift, bias, and performance decline. Finally, we examine feedback loops and their function in the continuous development pipeline, with special emphasis on the value of user input, human-in-the-loop strategies, and assessment methods designed with the end user in mind. We talk about the algorithmic bias, transparency, and accountability that are ethical concerns in the ongoing development of AI models. We hope that this in-depth look at the AI model creation process will help academics and practitioners make more informed decisions moving forward. To guarantee the trustworthy and beneficial deployment of AI models across a variety of fields, we address the obstacles and advances at each level, paving the path for future research and highlighting the need for strong and responsible AI development procedures.
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1. Introduction

AI development pipelines are currently the subject of extensive study; synthesizing the existing body of research can help researchers avoid misunderstandings, identify gaps in the field's understanding, and find new avenues for investigation. Important conceptual concepts, consolidate and arrange related research, and promote ongoing progress in the field of pipelines for the creation of AI.

Constant software development and operations (DevOps)

In this portion of the article, we outline the most fundamental prior information that will be necessary. Following a brief overview of CI/CD and DevOps in general, this part provides a more in-depth explanation of these practices as they pertain to artificial intelligence. See Section 4.1 for an explanation of the various AI-related terminology.
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identified primary sources, not covering relevant insights from the wide range of existing literature. Our research was based on a meta-analysis of more than 150 previous studies. Furthermore, other literature evaluations in related work concentrate on a particular application setting, such as edge/cloud/hybrid architectures (John et al., 2021a), ML-based software analytics and business intelligence applications (Figalist et al., 2020), or federated learning (Lo et al., 2021). In contrast, our research considers all AI models, without regard to their unique implementations. Third, related studies investigate a wide variety of research topics that are not directly connected to the definition of words (RQ1), AI pipelines and triggers for initiating the pipeline (RQ2), or pipeline-related difficulties (RQ3).

![Figure 1](image1.png)

**Figure 1:** shows how Garousi et al. (2019) and Usman et al. (2017) developed taxonomy and how Mayring (2015) defined deductive categories for use in an MLR study.

(2020) pinpoint difficulties with developing, deploying, and updating, with a special emphasis on AI models for BI and software analytics. Data labeling is only one example of a problem that is unique to artificial intelligence but is not addressed in the paper by Testi et al. (2022). Problems with putting the AI model into practice are the focus of Kolltveit and Li (2022).

Challenges in AI system development are addressed in a related body of work that employs a different methodology than our own research.

### 2. Challenges

Instead than focusing on the processes involved in continuous development, they searched for lifecycle characteristics like traceability, repeatability, guidelines, and transparency. Second, issues with pipeline itself are seldom discussed in the context of related work, which instead tends to concentrate on broader issues with AI research and development. For instance, Nascimento et al. (2020) show how the many complexities involved in creating AI systems are intertwined with the software engineering methods outlined in the SWE-BOK knowledge domains. The issues at the heart of this article, which Kreuzberger et al. (2022) address, are organizational, ML system, and only very superficially operational. Figalist and co.
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**Figure 2:** The MLR search phrases used to find relevant articles.

We conducted a descriptive qualitative synthesis to glean the relevant categories from the existing literature. Based on the predetermined research objectives, Kitchenham and Charters (2007) insist that you record the data you collect in a consistent, tabular way. Steidl et al. (2022) has further details on the tabulation of the retrieved data. Following the advice of Stol et al. (2016) and Usman et al. (2017), we break down the research topics into even more specific
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categories and develop the taxonomy. To dissect, analyze, compare, interpret, and classify the data, we used the open and axial coding technique proposed by Stol et al. (2016). The pilot research serves as the basis for our classifications. Usman et al. (2017) found that these groups were well accepted since they were similar to those used in continuous software engineering.

Development of a Taxonomy

Based on the educational background the respondents are classified as having No formal education, having Primary education, secondary Education, Graduates/PG educational background. The respondents were divided into four groups based on their level of education, as shown in the table below.

<table>
<thead>
<tr>
<th>Education</th>
<th>No. of Respondents</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>No formal education</td>
<td>88</td>
<td>29.3</td>
</tr>
<tr>
<td>Primary education</td>
<td>54</td>
<td>18</td>
</tr>
<tr>
<td>Secondary education</td>
<td>78</td>
<td>26</td>
</tr>
<tr>
<td>Graduates/PG</td>
<td>80</td>
<td>26.7</td>
</tr>
<tr>
<td>Total</td>
<td>300</td>
<td>100</td>
</tr>
</tbody>
</table>

According to the data shown above, 29.3 percent of those surveyed had not completed any formal schooling, 18% of the respondents are having primary level education, 26% are having secondary level education, 26.7% are graduates and postgraduates.

Economic Background

a) Occupation:
Scheduled the foundation of Livelihood performed the respondents are classified into four categories as performing Only Employment, Employment with allied activities, Employment with business and Employment with Trading. “The details of the classification are as given in the below table”:

<table>
<thead>
<tr>
<th>Occupation</th>
<th>No. of Artificial intelligence used Respondents</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Employment</td>
<td>107</td>
<td>35.7</td>
</tr>
<tr>
<td>Employment with allied activities</td>
<td>85</td>
<td>28.3</td>
</tr>
<tr>
<td>Employment with business</td>
<td>65</td>
<td>21.7</td>
</tr>
<tr>
<td>Employment with Trading</td>
<td>43</td>
<td>14.3</td>
</tr>
<tr>
<td>Total</td>
<td>300</td>
<td>100</td>
</tr>
</tbody>
</table>

The above shows that out of 300 respondents 251 (83.7%) respondents are married and 49 (16.3%) respondents are Unmarried".
According to the above statistics, 35.7% of respondents rely only on Employment. 28.3% of respondents are doing Employment along with allied activities. 21.7% of respondents are doing Employment along with business and 14.3% of respondents are doing Employment with Trading as their occupation.

b) Yearly Income:
The respondents' average yearly income are classified into 4 different categories like annual income below 2 lakhs, in between 2 to 5 lakhs, between 6 to 9 lakhs, and 10 lakhs and above income per year. The percentages of different occupation of respondents are given below in the table as shown.

<table>
<thead>
<tr>
<th>Annual income</th>
<th>No. of Non Artificial intelligence Respondents</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below 2 lakhs</td>
<td>26</td>
<td>8.7</td>
</tr>
<tr>
<td>2 to 5 lakhs</td>
<td>116</td>
<td>38.7</td>
</tr>
<tr>
<td>6 to 9 lakhs</td>
<td>132</td>
<td>44</td>
</tr>
<tr>
<td>10 lakhs and above</td>
<td>26</td>
<td>8.7</td>
</tr>
<tr>
<td>Total</td>
<td>300</td>
<td>100</td>
</tr>
</tbody>
</table>

The above table reveals that 44 percent of the Non A.i used respondents had yearly incomes between 6 and 9 lakhs, 38.7 percent have annual incomes between 2 and 5 lakhs, and 8.7 percent of respondents have annual incomes of 10 lakhs or more.

This is investigated by researchers. Data Handling, Model Learning, Software Development, and System Operations are the phases that make up the specified aspects.
Illustration 3: A glossary of AI-related concepts, including DevOps, CI/CD, MLOps, E2E lifecycle management, and CD4ML.

Pipeline
In this part, we'll go through the pipeline's four steps and the duties performed at each. The first stage, "Data Handling," involves the actual execution of data handling; the second, "Model Learning," involves the actual implementation. Our literature review and in-depth interviews allowed us to identify a taxonomy of phases, which is shown in Figure 4. Companies A, B, C, and V (out of a total of nine) do not completely automate their pipelines.

Figure 4 shows that the pipeline is not a straight line but rather involves several feedback loops. This is an essential aspect of agile development since it enables the incorporation of constant input to enhance. The goal provides a comprehensive overview of all the quality assurance methods that may be used to AI. Only methods that we found during the MLR to be useful for continuous pipelines are shown. Furthermore, there is substantial variation across implementations in terms of the scope and varieties of tests.

Figure 4 is an adaptation of the AI application continuous lifetime pipeline shown in Lwakatare et al. (2020a) and Tamburri (2020).
Quality Control for Data

Since the pipeline is always running, it’s important to include reusable testing components to ensure that no errors are introduced into the data facilitates the early detection of inaccurate input, preventing it from wreaking havoc on the model and wasting computational resources on inaccurate output. By determining the gap in data distribution between the two sets (training and serving), interesting statistical features may be uncovered. To determine whether the difference is significant enough to constitute an error, a distance threshold is determined. The probabilities of the distance are derived from two distributions (Cavness et al., 2020). (Breck et al., 2019) TFX incorporates these strategies. As part of the standard validation procedure, A and R double-check that the data is in the correct form. The data collection is unique if and only if it contains no duplicates. The degree to which the semantic norms of a data collection have been broken is shown by the concept of consistency. The validity of data determines whether or not all values are in the correct format. How well the data fits and is approved to carry out a certain job is what we mean by "accuracy." Whether or if a data collection is timely for a given job is described by its "timeliness" (Renggli et al., 2021).

Challenges

In this part, we’ll go through 25 obstacles that need to be overcome in order to ensure that AI is always improving. All of the problems that have been discovered are plotted against the four phases of the provided framework. The frequency with which each task is mentioned in the sources is shown in Fig. 5 by a distinct color for each challenge. Example: a yellow bar shows that we extracted the challenge less than five times, while a dark blue bar shows that we recognized the problem between twenty-six and thirty times. Table 7 provides a more detailed summary of these difficulties. We also provide a more in-depth description of the difficulties we encountered most often in the next section.

Operations on Data

Problems that arise during the act The complexities of data handling include its collection. Over 16 situations have been cited where data collection and integration have been problematic during the data stage. The pipeline has difficulties in meeting regional data requirements (Banerjee et al., 2020). In the healthcare industry, for instance, it may be mandatory to retain data sets internally.

Learned models

Model quality assurance (MQA) is complicated by specific challenges that arise during the Model Learning stage, which compound the difficulty of knowing when to update a model for maximum efficiency. For this reason, it is important that the pipeline's versions be well-documented so that the root cause of any performance or forecast shifts can be determined (Yun et al., 2020).

Creation of New Software

Participant P found it difficult to address certain difficulties that arose during the Software Development stage, such as those related to the independence of the packaging model and software in order to enable scalability. When building a complicated model, it might be difficult to trace provenance if it incorporates many models that were trained using different data. If the modifications in the training data set are highly-heterogeneous, the problem becomes considerably more difficult (Lwakatare et al., 2019).

Workings of the Scheme

Particular difficulties arising at this juncture Challenges with deployment are discussed in detail by System Operations, including guaranteeing model. Concerns with monitoring center on identifying actionable metrics and uncovering latent feedback loops. Multiple environments and embedded systems were noted as a difficulty during environment and infrastructure management, and this was confirmed by 12 different sources.

Pipeline Requirements in General

The necessity for a versatile, adaptable, re-usable, and fault-tolerant pipeline is at the forefront of addressing general difficulties that cannot be localized to a particular stage of the architecture. Because of fluctuations in capacity, elastic scaling presents a unique difficulty for pipelines. The absence of rules, the complexity of the multi-tenant environment, and the need to integrate with current security systems all present difficulties.
Figure 5: Difficulties encountered in AI pipeline installation, adaptation, and use, colored according to frequency of occurrence. V mentioned that his clients wished to run the TFX pipeline independently but lacked the necessary Linux-based infrastructure to do so. Since the complexity of algorithms is growing at an unexpected rate, the demand for computational resources is very variable. In order to supply the appropriate quantity of hardware to deal with capacity variations, elastic scaling is essential. Both horizontal and vertical scalability are required of the pipeline.

The MLR data shows that TFX is the most often referenced pipeline. To provide this adaptability, TFX integrates many components.
Figure 6: Relate TFX subsystems to steps in the proposed architecture. The numbered circles show the sequence in which each TFX stage is executed, and the empty circle represents the stage we’ve pinpointed. The unfilled circle represents the data preparation phase, the dotted circle the model learning phase, and the full circle our system operations phase and our adaptable pipeline. These parts are coordinated and triggered by an orchestrator like Kubeflow. Tasks, as used in this study, are synonymous with TFX components within the context of the proposed framework. Fig. 6 shows how the TFX fits within the overall structure. As will be shown in the next section, ExampleGen, StatisticsGen, SchemaGen, and Transform are the components responsible for the preliminary processing of data.

Operations on Data

Data from various file formats (such as csv) is ingested by TFX’s ExampleGen component, which then saves the information in a suitable manner for the following components. In the next step, ExampleGen separates the data for each variant into test and development sets. In order to generate descriptive statistics for a dataset, StatisticsGen takes the results from ExampleGen as input. SchemaGen employs these metrics throughout the automatic schema construction process. Data types, intervals, categories, distributions, and other metadata are all described in the schema. The resulting schema is flexible and open to change by the developer. To guarantee high-quality data, ExampleValidator feeds the created schema into TensorFlow’s data validation service. In accordance with the MLR’s recommendations, it evaluates a series of data and compares its statistical properties to the produced schema, analyzes training and serving data to spot differences between the two, and so on.

Learned models
In contrast to our suggested approach, TFX optimizes the model by tweaking its hyperparameters before proceeding to train and verify it. For better model learning, TFX employs the Python KerasTuner in their Tuner to fine-tune the model's hyperparameters. Tuner takes as input a collection of data for both training and evaluating, as well as tuning logic like the model specification and the search space for hyperparameters, and a series of Protocol buffers with instructions for serializing structured data.

In this case, the Python TensorFlow API is used to train an AI model. In this step, we train two models using the data set provided by ExampleGen and the modified features. Both models are used for assessment purposes by TFX, but only one is put into production for inference. In addition, TFX enables "warm-starting" the training using an already-existing model. Additionally, the ML Metadata Store allows developers to compare numerous model runs concurrently during model training.

The Evaluator in TFX examines the outcomes of the training and provides a window into the model's behavior for subsets of the data. This guarantees the detection of models that do well across the board but badly on a single data point. The best model for this job may be determined by comparison to others; it need not be the most recently trained model. Furthermore, the accuracy, precision, recall, etc. are all quantified using the normal Keras metrics.

**Creation of New Software**

Packaging and system-level quality assurance are two software development-specific activities that TFX's basic pipeline can not handle. ML Software-specific metadata, such as version numbers and documentation.

**Workings of the System**

The metadata repository lets you see which characteristics had an effect on the metrics you used for assessment. To save time, developers may modify the model's hyperparameters instead of running the whole pipeline again.

**Threats to validity**

Because we used a qualitative method, the reliability of our findings is compromised. We developed and tested an interview strategy with the aim of increasing the trustworthiness of treatment implementation interviews. Once first source selection is complete. Thirty papers were selected at random, with just two not being included. There is now a 93.3 percent degree of agreement. In order to classify the data from the sources we use, we compute a test-retest value. Thus, we once again culled data from these 30 diverse resources. On average, there is a 23% discrepancy in the data we're able to retrieve. This may sound like a lot, but consider that in some categories we found two sources during the retest whereas before we'd only found one: a 100% increase!

By merging works by the same authors and publishers, (3) redundant information was eliminated. For example, in (4) the given checks, unnecessary materials that were disregarded. In addition to (6) the search strings allowing for the inclusion of numerous relevant research results, (5) contradictory findings were also included. The companies with whom we conducted interviews are either established players in the AI market or cutting-edge startups working on AI application development and the related lifecycle pipeline. These discussions also served to assess and broaden the MLR's findings, providing a more complete picture of the kinds of work that must be done to ensure AI's ongoing progress. The goal of this research is to provide a thorough structure for the on-going improvement of AI models. This study therefore integrates studies in AI with those in ML and DL. Since the MLR's findings were consistent with each other regardless of the tasks implemented for data handling or model learning, the report did not differentiate between them.

**4. Conclusion**

The primary objective was to carefully extract the most important theoretical frameworks, as well as to synthesize and organize the existing literature. Potential primary triggers were also explored in the article. These included feedback and alarm systems, timed orchestration services, regular repository updates, and manual triggers. Data Handling encompasses a wide range of iterative operations, including data preparation, quality control, version control, and documentation. Graphically representing the steps used to create a model, such as "model design," "model training," "model quality assurance," "model improvement," "model metadata capture," "model versioning," and "documentation," is what "Model Learning" does with the data once it has been processed. System Operations is phase after deployment when the AI model is put into use in a live setting. The report also includes a mapping from those four stages to twenty-five potential deployment-related difficulties. The difficulties of model learning highlight the need for versioning to show how the model has changed over time and to guarantee its repeatability. The software development pipeline must ensure model and data schema compatibility both in the past and the future. System Operations requires support for several contexts with the potential for cross-model inferences. Finally, the difficulties that arise as a consequence of the pipeline specifications are described in detail. Model DB, Facebook's FB Learner, and Uber's Michelangelo AI lifecycle platform are a few more possible alternatives. This paper's taxonomy of defined tasks may be compared to the existing tasks covered by the aforementioned platforms.
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