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Abstract: Keyword extraction is an important step in several natural language processing and information retrieval applications, 

including text summarization and search engine optimization. Keywords include the most essential information characterizing the 

document's content. As the number of available documents increases, it is extremely difficult for a user to read each one in depth. 

Therefore, knowing the subject of the documents without performing an in-depth analysis is essential, and an automatic method of 

keyword extraction is required. Arabic research is still leaking in this area. In this study, we introduce a graph-based model for 

extracting the keyphrase using the K-mean clustering algorithm and TF-IDF ranking for single document text. Experiments were 

conducted using the ArabicKPE dataset. The experimental findings show that our model gives encouraging results compared to TF-IDF 

approaches in the Arabic KPE domain based on Recall, precision, and F-measure. 
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1. Introduction  
 

Keyphrases are a collection of words or phrases that provide 

a brief summary of a text. They are critical for several 

aspects of Natural Language Processing (NLP), such as 

Document Clustering (DC), Information Retrieval (IR), Text 

Mining (TM), and Classification[1], [2], [20], 

[21].Automatic Keyphrase Extraction (AKE) is the process 

of automatically determining the most common and 

significant words and phrases that characterize the subject of 

a document. Such keyphrases are regarded as comprehensive 

and statistically significant. AKE facilitates a more rapid and 

accurate search for certain document and identifies it among 

several others. Moreover, it can help enhance several natural 

language processing procedures [3]. 

 

Manual execution of keyphrase extraction is complicated 

due to data dimension growth. The most common and 

pervasive issue is that it is extremely time-consuming. 

Therefore, several approaches are used to conduct AEK. 

There are two fundamental types of machine learning: 

supervised and unsupervised, which can be either statistical 

or linguistic. Our model is one of the unsupervised statistical 

methods. 

 

Most of these techniques implement the AKE in three steps: 

First, represent the text using an appropriate model, then 

extract a list of potential keyphrase candidates. Last, use the 

appropriate strategy to determine and choose the keyphrases 

that are most appropriate. 

 

Although there are hundreds of thousands of algorithms and 

methods available for AKE approaches that are state-of-the-

art pose a great deal of challenge [4], [5]. One of these 

challenges is to automatically extract from a text a limited 

set of keyphrases that can accurately describe the context 

and can simplify the rapid handling of information, 

particularly in situations that occur in real time[6]. This 

indicates that accurate solutions and models designed for 

high speeds are necessary for the extraction process today. 

 

Another challenge is that the keyphrases that were extracted 

cover the most important aspects of the text. As there is no 

guarantee that the keyphrases will be extracted from the 

text's main subtopics. As discussed in [7], [8], and [9], many 

clustering-based approaches have been proposed to handle 

this challenge. A third challenge is that you have to think 

about how the sentence will affect the extract. It is necessary 

for the sentence selected for the keypresses to be the most 

significant one in the text. As mentioned in [5], [8], and 

[10], several strategies were presented to address this 

difficulty. 

 

To address these limitations, researchers are now developing 

new, more effective models for this objective using a variety 

of methods and algorithms, whether for data representation 

or for finding the most appropriate words or phrases that 

represent the full text. Our approach is suggested to 

overcome these issues, which can be summarized as follows: 

 

1) Presenting the text using a graph data structure. 

2) Clustering of sentences to produce clusters of sentences 

that present subtopics of text in a single document. 

3) Apply the statistical method TF-IDF to rank the most 

frequent key phrases/keywords in each cluster. 

4) Select K of key phrases/keywords   from each cluster. 

 

The sections of this work are structured as follows: The 

problem statement, research questions, and objectives are 

illustrated in Section II. The discussion of the related work 

in Section III, our approach presented in Section IV, and 

Section V illustrating the experiments and results. Finally, 

Section VI provides a conclusion and future work. 
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2. Problem statement and objectives 
 

A. Problem Statement: 

Keyword extraction is a technique that can be used to 

improve the efficiency and effectiveness of various text 

processing tasks. It can be employed in various life 

applications, such as Information Retrieval, Text 

Summarization, Text Classification and Sentiment Analysis.  

Due to 5% of the internet users speaking Arabic, and with 

the significant growth of the volume of Arabic text on the 

Internet and in digital libraries. Introducing efficient 

approaches to extract keywords and keyphrases is now a 

necessity, especially in the domain of Arabic text. In spite of 

the availability of numerous approaches in the field, they 

still share a common disadvantage as the inability to cover 

the subtopics of the text and represent the relation between 

the words that are neighboring one another. 

 

B. Research Questions 

The research questions of our paper are: 

 In what ways can clustering methods effectively address 

the subtopics present in textual data? 

 What is the potential of utilizing a graph-based approach 

to extract key phrases from Arabic text? 

 How can the combination of clustering and graph 

representation techniques be used to improve the 

efficiency of extracting keyphrases from Arabic text 

compared to traditional methods? 

 

C. Objectives: 

Based on the research questions that are declared in 

Subsection b, the objectives of our proposed approach are: 

 Evaluate the effectiveness of a graph-based K-means 

clustering algorithm to cover the subtopics of the text. 

 Assess the potential of graph-based approaches for 

effectively extracting keyphrases from Arabic text. 

 Evaluate the efficiency of the proposed framework in 

terms of accuracy and computational cost. 

 

3. Literature Review  
 

GDREK [11] used the Graph-based Growing Self-

Organizing Map (G-GSOM) for clustering the sentences and 

the Density Peaks (DP) algorithm for ranking; however, the 

two algorithms can be used to cluster the sentences and rank 

the sentences in parallel. The G-GSOM does not perform 

well with small datasets because it grows cluster by cluster. 

It is hard for the DP algorithm to identify clusters within 

which points share the same densities generally; usually, 

sentences within one document share many words and 

phrases, which make them have similar density. In our 

proposed approach, using K-means with a graph 

representation [12] of text as a clustering algorithm and 

using a simple statistical method (TF-IDF) as in [13] to 

detect the most frequent terms in each document will handle 

these problems in GDREK. 

 

Suleiman et. al, [4]proposed an approach to extract key 

phrases, in which the text is represented as Word2vec, which 

skipped the physical relationships among the words. 

Word2vec suffers from high time complexity for 

constructing the matrix of words. For one word within 1000 

words, we need the measuring of relation with 999 words. 

Word2vec can produce two different values for two similar 

words. In addition, their proposed approach does not cover 

the subtopics of the text.  

 

AAKE [14] represented the text as a word list (Bag of 

Words -BoWs-) which skipped any relationships among the 

words. AAKE does not cover the subtopics of text. AAKE is 

based on nine features for the words, two of them (term 

frequency (TF) and sentence frequency (SF)) can enlarge the 

probability of extracting words due to their frequency. 

However, these words are not keywords, but they are 

popular used in the text as stopwords. ML approaches rely 

on vast, annotated text corpora, which are not always 

accessible. 

 

Campos et. al, [5]introduced an approach for automatic 

keyword extraction from a single document. It does not 

cover the subtopics of the text. It skipped any relationships 

among the words due to its representation of the text as 

aBoWs. To detect keywords with more than one word, they 

applied an additional step using a sliding window of 3-g, 

which consumed additional time.  

 

RVA [7] is a local word vector-guided keyphrase extraction 

approach that does not cover the subtopics of text. RVA is 

only used for single documents; however, applying it to 

multiple documents would be extremely time-consuming.  

 

Awajan proposed an approach for keyword extraction from 

Arabic documents using term equivalence classes [8]. It 

does not have the ability to cover the subtopics of text. And 

it skipped any relationships among the words.  

 

In the following, Table 1 summarizes how our proposed 

model handles the limitations of the literature. 

 
Previous 

work 
Limitations 

How the proposed model will cover those limitations 

[11] 

 JDREK used the Graph-based Growing Self-Organizing Map 

(G-GSOM) for clustering the sentences and the Density Peaks 

algorithm for ranking; however, the two algorithms can be 

used to cluster the sentences and ranked the sentences in 

parallel. 

   The G-GSOM does not perform well with small dataset that 

it grows cluster by cluster. 

 It is hard for the DP algorithm to recognize clusters within 

which points share the same densities generally. The sentences 

within one document usually shared many words and phrases, 

which made them have similar density. 

 Using K-means with a graph representation [12] of text as 

a clustering algorithm.  

 Using a simple statistical method (TF-IDF) as in [13] to 

detect the most frequent terms in each document.  
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[4] 

 They represented the text as Word2Vec, which skipped the 

physical relationships among the words. 

 Word2vec suffers from high time complexity for building the 

matrix of words. For one word within 1000 words, we need 

the measuring of relation with 999 words. 

 Word2vec can produce two different values for two similar 

words. 

 Does not cover the subtopics of the text. 

 The proposed approach will represent the text based on 

graph structure to save the relationships among the words 

and detect the phrases. 

 The proposed approach will stem the words to their stems 

and represent them once. 

 The proposed approach will cluster the sentences and then 

extract the keywords and keyphrases from each cluster. 

 The proposed approach uses the TF-IDF method, which 

gains more information from longer documents compared to 

the embedding method. 

[14] 

 AAKE represented the text as a wordlist (Bag of Words) 

which skipped any relationships among the words. 

 AAKE does not cover the subtopics of text. 

 AAKE is based on nine features for the words, two of them 

(term frequency (TF) and sentence frequency (SF)) which can 

enlarge the probability of extracting words due to their 

frequency; however, these words are not the keywords, but 

they are commonly used in the text as the stopwords. 

 ML approaches rely on vast, annotated text corpora, which are 

not always accessible. 

 The proposed approach will represent the text based on 

graph structure to save the relationships among the words 

and detect the phrases. 

 The proposed approach will cluster the sentences and then 

extract the keywords and keyphrases from each cluster.  

 The proposed approach will represent the TF-IDF as a 

statistical method that skips the words with high frequency; 

however, it will select the most frequent weighted words in 

the document's text. 

[5] 

 Does not cover the subtopics of the text. 

 Deals with the text as a Bag of Words which skipped any 

relationships among the words. 

 To detect the keywords with more than one word, they applied 

an addition step using a sliding window of 3-g, which 

consumed additional time. 

 The proposed approach will represent the text based on 

graph structure to save the relationships among the words 

and detect the phrases. 

 The proposed approach will cluster the sentences and then 

extract the keywords and keyphrases from each cluster.  

[7] 

 RVA does not cover the subtopics of text. 

 RVA can be applied for single document; however, applied it 

with multi-documents required extreme time complexity. 

 

 The proposed approach will represent the text based on 

graph structure to save the relationships among the words 

and detect the phrases. 

 The proposed approach will cluster the sentences and then 

extract the keywords and keyphrases from each cluster.  

 The proposed approach has the ability to extract the 

keywords from text in general (single or multiple). 

[8] 

 Use Term Equivalence Classes 

 Does not cover the subtopics of the text. 

 Deals with the text as a Bag of Words (BoWs) which skipped 

any relationships among the words. 

 Our proposed approach has the ability to handle these 

limitations due to the representation of text using graphs 

and the clustering for sentences.  

 

4. Methodology  
 

GMKE is based on three main stages to extract the key 

phrases (KPs) and key words (KWs) of any text, as 

illustrated in Figure 1, which are: 1) text representation 

based on a graph, 2) sentence clustering using a graph-based 

K-means algorithm, and 3) selection of the most frequent 

key phrases and key words by applying the TF-IDF method 

from each resultant cluster.  

 

In the following subsections, an explanation for each stage 

will be introduced.  

 

 
Figure 1: GMKE Model 
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A. Text Preprocessing:  

In Text Mining, Natural Language Processing, and 

Information Retrieval, pre-processing is a crucial and 

essential stage. Due to the fact that text often contains some 

special formats like number formats, date formats, and the 

most common words that are unlikely to help extract 

keyphrases (such as prepositions, articles, and pronouns), 

these can be eliminated. This step contains many tasks, such 

as text normalization, tokenization, the removal of stop 

words, and stemming. To perform GMKE using the 

ArabicKPE dataset [9], the document text is preprocessed to 

represent the text in the form of separated words. 

Preprocessing tasks include removing Arabic diacritics, 

normalizing the various forms of Arabic letters into a single 

shape as the Alef letter [ آ,إ,أ ]to [ا].  Lastly, using the Stanford 

CoreNLP Toolkit [10], segment the text into single tokens. 

The texts are then separated into sentences, and the tokens 

are associated with the word embedding representation. 

 

B. Text representation: 

Many approaches are proposed to represent the text for NLP 

tasks, but the graph data structure is the most effective to 

detect the relationships between words in order to extract the 

phrases from the text with any length. GMKE is based on 

the Document Index Graph (DIG) model [15]. DIG is used 

by many previous approaches to represent the text as in [16], 

[17],[18], and [19]. Using DIG, each word will be 

represented as one unique node (not repeated). These nodes 

have full data about each word including its number of 

occurrences, positions in text, the next words to it, and their 

importance in each position. This structure enables any 

approach to extract the phrases which means the 

relationships between words are well detected. In DIG, 

while building the accumulative graph, the shared phrases 

between all sentences are detected, which requires less time 

and space. These shared phrases are stored in a matrix of list 

data structure. Therefore, by the end of graph construction, 

all the shared phrases will be ready, and the similarity matrix 

has already been calculated and stored. According to the 

representing document structure, the DIG is a directed graph 

G = (V, E), where V is the vertices of graph and represent 

the words of text while E are the edges of graph which 

represent the relationships between words. 

 

C. Sentence clustering: 

In this stage, all the sentences of the document will be 

clustered into k clusters. Each cluster represents a subtopic 

in the document. From each cluster, GMKE will select 

several key phrases and key words. Clustering is done using 

the k-means algorithm based on a graph representation of 

the text. Each cluster will be initialized by a sentence (sub-

graph) from the graph of the document.  

 

Each sub-graph of a sentence is extracted from an 

accumulative graph. Then, it compares all existing clusters 

of sentences to find the most similar one. The first cluster is 

created and initiated by the first sentence in the text corpus, 

and it is assigned to the cluster as one vertex. 

 

This stage results in several clusters, where each of them 

contains many similar sentences that represent a sub-topic in 

the text. The number of clusters (k) is defined based on 

experiments and according to the nature of the dataset.  

D. Select the frequent keyphrases and keywords: 

In this stage, GMKE builds the matrix of all words and 

phrases with length three, then calculates the term frequency 

(TF) or inverse document frequency (IDF) (TF-IDF) for 

each of them. TF-IDF is a numerical statistic used to reflect 

how important a word is to a sentence in a collection or 

corpus of sentences or documents. The term frequency (TF) 

represents the number of times a word appears in a text, 

while the inverse document frequency (IDF) is a measure of 

how rare the word is across the entire sentence collection. A 

high TF-IDF score indicates that a word is both frequent in a 

particular sentence and rare across the whole document 

sentences. 

 

The frequency of a term can be computed using the formula 

as follows: TF = (Number of times the phrase occurs in the 

sentence) / (Total number of terms in the document). 

 

The IDF can be determined using the following form: IDF = 

log(N / df), where N is the total number of sentences in the 

document and df is the number of sentences in which the 

term appears. The logarithm function is used to scale the 

values, as the difference in frequencies between sentences 

can be very large. 

 

Therefore, the best value of TF-IDF will depend on the 

specific use case and the desired outcome. A higher value 

indicates a higher importance of the word in the specific 

document, while a lower value indicates that the word is 

common or not very informative. 

 

As a result, the matrix of key words and key phrases will 

introduce the rank of them for each cluster, and then GMKE 

will choose the key word or key phrase with the highest 

value in each cluster. These are the key words and key 

phrases in the document. If the number of extracted key 

words and key phrases is less than three, GMKE will select 

more than one from each cluster. 

 

5. Experiments and Results 
 

In this section, the experiments and results of GMKE are 

presented and discussed. To develop the proposed approach, 

we depend mainly on the Python programming language. 

Python has many libraries to perform Natural Language 

Processing (NLP) operations, which are critical to the 

majority of upcoming data science. 

 

a) Measures 

To evaluate the performance of the GMKE, a series of 

experiments on a corpus of Arabic documents are conducted 

and measured using precision, recall, and F1-score. More 

details are illustrated below: 

 

1) Recall: It is the number of correct extracted sentences 

divided by the number of sentences that should have 

been returned correctly. The value of recall is calculated 

using equation 4.1. 

 

(4.1) 
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2) Precision: It is the number of correctly extracted 

sentences divided by the number of all returned results. 

The value of recall is calculated using equation 4.2.  

 
(4.2) 

 

3) F-measure is also known asF1-score and F score. It is a 

metric that combines Precision and Recall using 

equation 4.3.  

           (4.3) 

 

Our results illustrate the efficacy of the suggested method 

for extracting Keyphrases from Arabic documents, with 

encouraging results compared to the state-of-the-art 

methods. In this section, we will provide a detailed 

description of the dataset, the results obtained, and a 

comprehensive analysis of the results. 

 

b) Dataset  

 

The used dataset is ArabicKPE [9] with the same splits that 

were supplied by the authors: 4887 documents for training, 

944 for validating the model, and 941 documents used for 

testing. Table 2 illustrates full statistical details about 

ArabicKPE. 

 

Table 2:  Statistical details about ArabicKPE 

 
 

The ArabicKPE dataset is a collection of Arabic documents 

specifically created for keyphrase extraction. It is one of the 

largest and most extensively used benchmark datasets for 

evaluating the accuracy of keyphrase extraction methods in 

the Arabic language. The dataset consists of a diverse set of 

documents covering a range of topics, including news 

articles, scientific papers, and legal texts. 

 

The documents in the ArabicKPE dataset are annotated with 

keyphrases, which are manually extracted by expert 

annotators. This provides a gold standard for evaluating the 

performance of keyphrase extraction algorithms. The 

keyphrases in the dataset cover a wide range of lengths and 

variations, making it suitable for testing the robustness and 

versatility of key-phrase extraction methods. Additionally, 

the dataset is divided into a training set and a test set, 

allowing for the evaluation of key-phrase extraction 

algorithms using cross-validation techniques. 

Overall, the ArabicKPE dataset provides a valuable resource 

for researchers and practitioners working on keyphrase 

extraction in the Arabic language and is widely used in the 

evaluation and comparison of keyphrase extraction 

algorithms. 

 

6. Results 
 

GMKE and TF-IDF are compared based on the Precision, 

Recall and F1-Score. The results shown in Table 3were 

obtained by extracting the top 3 key phrases and key words 

from the document and the top 5 key phrases and key words. 

 

Table 3: Comparison results 
  Top 3 Top 5 

Approach  Precision  Recall F1-Score Precision  Recall F1-Score 

GMKE  0.28 0.37 0.32 0.19 0.43 0.26355 

TF-IDF 0.17 0.26 0.2 0.085 0.26 0.13 

 

As illustrated in Figure 2 and Figure 3, GMKE overcomes 

the TF-IDF due to many reasons as: 

 The clustering of sentences improves the factor of variety 

in the extracted keyphrases and keywords. 

 The representations of text based on graph which 

enhances the opportunity to detect keyphrases. 

 

 
Figure 2: Results for the top 3 extractive KPs and KWs 

 

 
Figure 3: Results for the top 5 extractive KPs and KWs 
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By noting the accuracy of two approaches, it is worth noting 

that it decreased as the number of extracted KPs and KWs 

increased. This means that the relation between the number 

of extracted KPs and KWs and accuracy is an inverse 

relationship. 

 

7. Conclusion and Future Work  
 

GKME is a model for keyphrase extraction that uses a 

graph-based K-mean clustering algorithm and TF-IDF 

ranking for single document text. It gives many aspects of 

successfully extracting keywords and keyphrases. 

Experiments are performed on the ArabicKPE dataset. 

GMKE gives encouraging results compared to other 

approaches based on Recall, precision, and F-measure. 

 

Here, some techniques and suggestions for modifications are 

proposed to improve the performance of GMKE in the 

future: 

 

1) Using more features about sentences and ranking them 

before extracting KP. 

2) Conduct GMKE on other datasets that support multiple 

sub-topics. 
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