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Abstract: The rapid development of software is crucial in meeting company goals and keeping up with competitors in the highly competitive field of IoT infrastructure. Due to the increasing demand for new products and technologies, many organizations struggle with the burden of introducing software quickly while ensuring stability to compete with others. This has resulted in a preference for automated systems for product development and cloud-based applications. To achieve this, organizations leverage tools such as the git version control system for version management, Docker for code packaging and libraries, and AWS services for cloud deployment. Jenkins is used as a CI/CD pipeline to manage various phases of development, and the ELK stack is used for monitoring and visualizing code execution. The study findings indicate that DevOps is an efficient method for cloud application deployment and resource selection, considering value parameters like cost, memory, and CPU capacity. The proposed approach shows a cost reduction of 60% with full weight and 11.3% less with no weight, compared to the benchmark solution’s 15.078%. The analysis also shows that DevOps techniques can be tailored to specific application requirements and effectively used for cloud deployment.
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1. Introduction

The advancement of modern technology has brought numerous tools that contribute to our daily lives and improve working conditions. Organizations are creating software more quickly and regularly than ever before as a result of the rising demand for new software goods and technology. Consequently, many companies opt for automated product development programs that require cloud-based applications. Cloud collaboration using DevOps has emerged as a powerful solution, facilitating not only the development of software products but also the implementation and control of the deployment process. Leited et al. (2023) described DevOps as a collaborative and multidisciplinary effort within an organization to automate the continuous delivery of new software versions while guaranteeing their correctness and reliability. DevOps enables hundreds of tests to be run within a day and provides feedback from clients after each delivery, thereby helping organizations to explore additional features that can be implemented in the project and minimize configuration issues.

DevOps is crucial for cloud-based computing, including automated application deployment, Infrastructure as Code, and delivering servers. It is a vital part of cloud computing that manages infrastructure, application deployment, and application functionalities in various contexts. DevOps aids in making a high-quality product, continuous delivery, and providing quality software to end-users. It enables quick responses to changing client requirements and allows developers and operations to work in a shared environment. Despite its benefits, Ellen et al. (2021) identified poor communication, ingrained organizational culture, market limits, scalability, and diverse ecosystems as the major difficulties for DevOps acceptance in the software business. To resolve the issues that DevOps teams may experience during continuous integration, deployment, and testing, our study uses Jenkins as a helping tool to solve deployment-related problems. We have also employed the Jenkins pipeline to manage various phases of the deployment process and have selected a method for implementing DevOps using Continuous Deliver, building a specific Continuous Delivery system design based on Amazon Web Services (AWS) cloud.

The aim of our study is to propose an algorithm that supports cloud-based applications in employing DevOps techniques and addresses the challenge of developing, deploying, and managing IoT applications in a multi-cloud environment while remaining within the overall parameters of the existing organization ecosystem. The analysis findings revealed that an application can be deployed to the cloud using DevOps techniques (Leited et al., 2023).

2. Literature Survey

2.1 Background

According to Cois et al. [7], an application is deployed in the production environment only after the development team has completed its work and the operations team has independently created and configured the application's deployment environment. Application development involves phases such as coding, designing, integrating, testing, debugging, configuring infrastructure, access control, establishing runtime environment, and deploying experience in different environments, as described by Soni [8]. Barna et al. [9] proposed a method for creating an Autonomous Management System (AMS) for data-intensive containerized applications that are multi-tiered and multi-layered. DevOps plays a crucial role in cloud security when it comes to moving applications to the cloud, as security is a major concern for developers, as described by Jaatun et al. [17].

DevOps offers more comprehensive support for cloud application deployment using a variety of tools that offer automation and continuous integration (CI). Because software and its surroundings are so volatile, managing software change in a DevOps environment has become a
crucial skill for a digital organization. Interoperability issues across cloud solutions and difficult maintenance and evolution management of complex cloud apps are the major challenges faced by large-scale and distributed cloud applications [20]. The goal of the DevOps paradigm is to reduce the software delivery cycle while maintaining excellent quality, as highlighted by Basiri et al. [23].

DevOps adoption in software organizations has been studied by several researchers, such as Akbar et al. [24], who discussed DevOps success factors, and Rafi et al. [25], who proposed a DevOps business model for small startups and work from home environment. A model for deploying apps on hybrid clouds and figuring out the optimal hosting match by choosing the ideal cloud to carry out the operation based on the location of the data center was put out by Venkateswaran and Sarkar [26].

According to Guerriero et al., DevOps is an essential part of cloud computing that controls infrastructure, application deployment, and application functions in a range of scenarios [10]. DevOps facilitates the development of high-quality software at a rapid pace, as described by Arulkumar and Lathamanju [19].

2.2 Available Tools and Related Work

The software development industry widely uses code integration as it reduces the problem of integrating source code when software is built across multiple sites, allowing developers to quickly build, evaluate, analyze, and deploy software [27]. To simplify the process of assembling code, libraries, and configuration files into a single image and run an application as a container, developers use the Docker platform [2].

Figure 1 below shows how the application is containerized within Docker platform.

![Figure 1: Containerized Application with Docker](image)

The CICD pipeline, which comprises many phases, including Designing, Configuration Management, Production Support, Continuous Integration, Iterative Development, and Continuous Deployment, is used to automate the development of builds from code and their subsequent deployment to the domain controller [28]. Continuous Integration is the first stage of the pipeline, which allows developers to merge their work into the repository frequently. Continuous Deployment is the process of systematically delivering ready code, while Continuous Delivery is a method of planning and preparing code for deployment.

2.3 Git version control

Adopting a version control system (VCS) can provide complete access to code while setting access controls to a limited number of people who work on it, determining when they commit changes and what changes are made [33]. This improves code security and ensures rapid delivery [34].

Popular VCSs include AWS CloudWatch [29], Git [30], Mercurial [31], and SVM [32], with Git being the most widely used and offering hosting services [35]. In fact, Git is used by many new businesses and students [36]. In our work, we also use Git to maintain our source code, tracking, committing, and pushing code to a dedicated storage place like GitHub [33].

2.4 Create Container Using Docker

According to Gupta et al. [35], Docker is a popular open-source tool for building, deploying and running applications by creating containers that provide a level of isolation for software. The containerization approach offered by Docker simplifies the deployment process by packaging the software into a self-contained unit, reducing the likelihood of compatibility issues. Docker also provides a layer of security by isolating the application and its dependencies from the underlying system.
The Docker architecture, as described by Calçado et al. [36], includes Docker CLI, Docker host, and Docker Registry. The Docker Daemon builds Docker images when they are created using the Docker build command on the Docker CLI. Docker Swarm is another important feature of Docker that helps to manage and maintain multiple containers. This is especially useful in software development where microservices architecture is used to break down software into smaller components [37].

By developing containers that separate the program and its dependencies from the underlying system, Docker offers a quick and secure way to build and deploy applications. Multiple containers can be orchestrated with Docker Swarm, which is helpful when developing software that uses microservices.

2.5 Utilize Jenkins for Continuous Integration

Because it is flexible, incredibly customization, and free, Jenkins is widely used in the software development sector. It is quite adjustable and can be used with a variety of processes because it supports a lot of plugins. In fact, Jenkins is the only continuous integration tool that supports such a huge number of plugins [36]. Jenkins' primary benefit is that it fully automates all phases of software development, from spotting changes in the source code through testing and delivering the code.

The Jenkins pipeline, as shown in Figure 2, is responsible for automating this process, which begins when a developer pushes their code to the source code manager, and then automatically pulls it through Jenkins with the help of jobs. Jobs are processes or instructions that explain how to perform an action or automate a process [37].

![Figure 2: Jenkins pipeline (Li et al. [36])](image)

2.6 Create Cloud Using AWS

AWS is a stage for distributed computing that makes it conceivable to send and work on virtual machines there. AWS EC2 (Elastic Compute Cloud) allows users to create and launch virtual machines, also known as instances, on the AWS cloud platform. These instances can be configured with different operating systems, including Ubuntu [37], and accessed remotely from a user's local system. Users must first register for an account on the AWS dashboard before proceeding to utilize the EC2 service to launch an instance on AWS.

2.7 Continuous Monitoring

The selection of monitoring tools depends on the software requirements, such as whether to monitor metrics or logs. In this study, Prometheus and Grafana were used for metric monitoring, as they are free and open-source tools that provide a dashboard to track various software performance metrics [38]. For collecting and visualizing logs, the ELK stack was utilized in this research [39].

To manage and operate version control systems and provide libraries, a robust and systematic way is needed. AWS services are employed to deploy cloud applications, while Jenkins is utilized as a CI/CD pipeline to manage the different phases of software development, thus ensuring continuous development. The ELK stack is utilized to monitor and visualize the code execution. Based on the findings of this research, it is concluded that DevOps is an effective approach to deploy cloud applications and select resources based on value parameters such as cost, memory, and CPU capacity. This approach can be tailored to meet specific software requirements [40].

3. Methodology

We conducted experiments to evaluate the effectiveness of our proposed algorithm in comparison to standard methods, by formulating a multi-objective optimization solution for creating deployment plans using ANOVA approach to analyze the relationship between two groups. The parts of information change are isolated into mistake or lingering variety and variety between treatments in the ANOVA table [40]. To determine the optimal solution, the Decision Maker takes inputs from various components including vendor services, information hubs, applications, and client footprints. The data-center ID, instance type (determined by memory size, CPU count, and storage), number of available instances, cost per hour, and evaluation inputs regarding vendor capabilities are sent to the resource trader. The Application Repository provides information on application node data and node interdependence, while the Information
Analyzer provides data on client footprint such as the Geo-positioning of POIs and expected traffic volume in the area.

We employed Algorithm 1 for optimizing objectives, which is based on Genetic Algorithm (GA). GA mimics the natural evolution process and each iteration brings the solution closer to the desired answer. This algorithm can also solve multi-objective optimization problems. Our proposed algorithm maps virtual machines to instances and creates an application deployment plan [41].

Algorithm 1. Optimizing objectives

begin:
  function createDeploymentPlan(application)
  set i = 1
  while(i ** maximum)
    function generateVirtualMachines()
    #generate virtual machines for the application
  end
  end #end while loop
  function selectInstances()
  #select instances for the virtual machines
  end
  function mapVirtualMachinesToInstances()
  #map virtual machines to the selected instances
  end
  function generateDeploymentPlan()
  #generate the final deployment plan
  end #end function
end #end code

4. Results

This study was conducted on distinct clouds utilizing different samples of instance types. The solution individuals (variables) and mapping of virtual machines to instances are illustrated in a hierarchical representation as shown in Figure 3. The instances with different specifications are available at various locations. The application being deployed on the cloud using DevOps required four nodes of virtual machines (VM) with varying specifications. [1]

Figure 3: Random selections of V.M machine using algorithm

With the assistance of a automated framework, the challenges related with deployment and continuous integration (CI) in software development were essentially diminished in both time and exertion. The total capacity of virtual machines on three different clouds, AWS, Azure, and Google, is presented in Figure 4 and Table 1. The results in Table 1 indicate that there is a significant difference in capacity between clouds, while time does not show significance. ANOVA analysis in Table 2 shows that the p-value for cloud is \( 2.1 \times 10^{-0} \) and for time is \( 1.7 \times 10^{-10} \), indicating highly significant results for used space. The model used for predicting the used space shows a multiple R-squared value of 94%, indicating the best fit for used space. The hierarchical representation of solution individuals and mapping of virtual machines to instances is illustrated in Figure 3.

![Figure 3: Random selections of V.M machine using algorithm](image)

Table 1: ANOVA Table for Total Capacity

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum Sq</th>
<th>Mean Sq</th>
<th>F Value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud</td>
<td>2</td>
<td>1,040,000</td>
<td>520,000</td>
<td>3.90*10^30</td>
<td>&lt;2 * 10^-16</td>
</tr>
<tr>
<td>Time</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>1.0 * 10^0</td>
<td>0.478</td>
</tr>
<tr>
<td>Residuals</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Residual standard error: 3.651 * 10^-13 on 24 degrees of freedom. Multiple R-squared: 1, Adjusted R-squared: F-statistic: 5.572 * 10^29 on 14 and 24 DF, p-value: < 2.2 * 10^-16. Interpretation: p-value = 2 * 10^-16 of cloud shows highly significant results for total capacity while time is not significant.

The used space of instances on AWS, Azure, and Google clouds is presented in Figure 4, while Table 2 provides the ANOVA table outcomes for cloud and time. The analysis indicates that the p-value of \( 2.1 \times 10^{-0} \) for cloud and \( 1.7 \times 10^{-10} \) for time signify highly significant outcomes for used space.
Table 2. ANOVA Table for used space

<table>
<thead>
<tr>
<th></th>
<th>Df</th>
<th>Sum Sq</th>
<th>Mean Sq</th>
<th>F Value</th>
<th>Pr (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud</td>
<td>2</td>
<td>397,492</td>
<td>198,746</td>
<td>5.13*10^1</td>
<td>2.17*10^-9</td>
</tr>
<tr>
<td>Time</td>
<td>12</td>
<td>1,123,159</td>
<td>93,597</td>
<td>2.41*10^01</td>
<td>1.72*10^-10</td>
</tr>
<tr>
<td>Residuals</td>
<td>24</td>
<td>93,041</td>
<td>3877</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Residual standard error: 62.26 on 24 degrees of freedom. Multiple R-squared: 0.9423, Adjusted R-squared: 0.9087.


Interpretation: p-value = 2.1 * 10^-09 of cloud and 1.7 * 10^-10 for time shows highly significant results for used space. Multiple R^2 = 94% show that prediction accuracy of this model is best fit for used space.

5. Summary, Conclusions and Future Work

The research has demonstrated that DevOps is a highly effective approach for deploying cloud applications and selecting resources based on value parameters such as cost, memory, and CPU capacity. This altogether affects the quality and speed of software product development, empowering software to be released rapidly and proficiently. Shifting towards cloud environments allows for greater agility and faster time-to-market, providing an optimal deployment environment for DevOps operations. When deploying multi-cloud applications, optimization parameters like price, CPU processing, memory allocation, and user node distance are crucial. The proposed algorithm can generate multiple deployment plans, with costs ranging from 5.96 to 16.10, CPU numbers between 8.43 and 11.99, memory sizes from 30.2 GB to 47.84 GB, user-node distances from 69,680,000 to 96,750,000, and inter-node distances from 69,680,000 to 96,750,000. Properly modifying the weights can achieve the desired trade-off between different parameters of the optimization problem. The suggested algorithmic solution has a cost value of 16.10, which is greater than the default option, when cost has no weight. The second time a weight of 0.2 is applied to cost, the cost value falls to 13.347. The cost value falls to 5.92% when the cost has the full weight of 1.0, resulting in a 60% cost savings compared to the baseline solution. Similar to how the cost parameter lowers, the user-node distance parameter decreases relative to the baseline solution by 9.26% in the case of equal weight and by 27.42% in the case of full weight. This paper provides a foundation for organizations to develop and deploy software on the cloud using DevOps techniques. The suggested algorithm can assist businesses in picking the optimal cloud for their DevOps-based application deployment. In the future, the research will explore the effects of culture and environment on application deployment using DevOps and investigate DevOps as a cloud provider for application implementation.
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