
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 12 Issue 11, November 2023 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Enhancing Cyber Security Using Artificial 

Intelligence: A Comprehensive Approach 
 

Raghavendr Rao Sangarsu 
 

 

Abstract: This whitepaper outlines a comprehensive method to improving cybersecurity through the use of Artificial Intelligence (AI). 

Traditional cybersecurity solutions are increasingly ineffective as cyber threats become more sophisticated. AI's ability to learn and 

adapt is a promising option. This study investigates numerous AI strategies for cybersecurity, such as Machine Learning, Natural 

Language Processing, and Deep Learning. It also addresses the advantages of artificial intelligence in cybersecurity, such as real - time 

threat detection, predictive analysis, automation, and fewer false positives. Despite its promise, AI poses a number of obstacles, which 

are described in this study. The report continues by underlining the importance of future research focusing on establishing robust AI 

models, tackling AI difficulties, and investigating the ethical implications of AI in cybersecurity.  
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1. Introduction 
 

In the age of digital transformation, cybersecurity has 

become an essential domain. The complexity of the cyber 

threat landscape develops in tandem with our reliance on 

networked digital systems and data. Traditional 

cybersecurity methods, which were once effective, are now 

dealing with problems that are beyond their scope. Cyber 

enemies are growing more sophisticated, exploiting flaws 

faster than they can be patched. Artificial Intelligence (AI) 

stands out as a beacon of hope in this unpredictable 

environment, promising to change our approach to 

cybersecurity.  

 

According to the "Cost of Cybercrime Study" conducted by 

Accenture Security and the Ponemon Institute in 2021, the 

average annual cost of cybercrime for organizations was 

estimated at a staggering $13 million. This cost encompasses 

not only direct financial losses but also the enduring impact 

on reputation and the far - reaching implications of legal 

consequences (Accenture Security & Ponemon Institute, 

2021). The urgency to defend against these evolving threats 

has never been greater. Country analysis included Brazil, 

Canada, Singapore and Spain for the first time. For the other 

countries, the United States continues to top the list with the 

average annual cost of cybercrime increasing by 29 percent 

in 2018 to reach US$27.4 million. But the highest increase 

of 31 percent was experienced by organizations in the 

United Kingdom which grew to US$11.5 million, closely 

followed by Japan which increased by 30 percent in 2018 to 

reach US$13.6 million on average for each organization. 

The increase in Germany was considerably lower than 2017. 

German companies made significant technology investments 

in 2017—possibly driven by preparations for the 

introduction of GDPR—thus driving costs up at a higher rate 

than all other countries. This has now reverted to more 

historical levels of investment AI, a field of computer 

science that endows machines with the capacity to simulate 

human intelligence, offers a transformative solution. This 

introduction aims to elucidate the intrinsic synergy between 

AI and cybersecurity and provide a comprehensive 

understanding of their evolving partnership. As we delve 

into this convergence, we will explore the multifaceted role 

that AI plays in enhancing cybersecurity, from early threat 

detection to rapid incident response. Together, we will 

embark on a journey to unravel the boundless potential of AI 

in securing our digital future.  

 

Table 1: Average annual cost of Cybercrime by country 
Country Cost in us dollar million 

United state 27.37 

Japan 13.57 

Germany 13.12 

United kingdom 11.46 

France 9.72 

Singapore 9.32 

Canada 9.25 

Spain 8.16 

Italy 8.01 

Brazil 7.27 

Australia 6.29 

 

 
Figure 1: Average annual cost of Cybercrime by country 
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These statistics elucidate the substantial financial burden 

that organizations bear as they grapple with the 

repercussions of cyberattacks. Furthermore, a report by 

Cybersecurity Ventures predicts that cybercrime will cost 

the world a staggering $6 trillion annually by 2021, further 

underscoring the urgency of addressing cybersecurity 

challenges (Cybersecurity Ventures, 2019). Consolidating 

these findings across industries globally, we found that the 

total value at risk from cybercrime is US$5.2 trillion over 

the next five years.  

 

Table 2: Values at risk from cybercrime 
Dollar 5.2 t Value 

Values at risk from direct attacks 77% 

Values at risk from indirect attacks 23% 

 

 
Figure 2: Values at risk from cybercrime 

 

These statistics provide a compelling rationale for fortifying 

cybersecurity measures. Traditional security approaches, 

although effective in their time, now find themselves 

challenged by the increasing complexity of threats. This is 

where AI steps in as a transformative force, offering a 

comprehensive, proactive, and adaptable approach to 

safeguard our digital future 

 

2. Role of AI in Cybersecurity 
 

Artificial intelligence (AI) plays a wide range of and crucial 

roles in cybersecurity. AI - powered solutions help 

businesses to better their security protocols, more effectively 

spot assaults, and respond rapidly to the ever - changing 

cyber threat scenario. This section delves into the crucial 

role of artificial intelligence (AI) in four domains of 

cybersecurity: threat detection, threat prevention, incident 

response, and continuous adaptation.  

 

Detection of Threats 

The contribution of AI to cybersecurity threat detection is 

revolutionary. Traditional security systems detect threats 

primarily through predefined patterns and signatures, 

rendering them ineffective against developing and 

sophisticated attack techniques. In contrast, AI excels in 

detecting abnormalities. By applying machine learning 

methodologies, deep learning, neural networks, and natural 

language processing, AI systems may discover aberrant 

patterns and behaviors that may suggest a potential security 

concern. This technique can detect both known and 

previously undisclosed threats in real time, giving firms a 

proactive defense mechanism (Ali, Khan, & Vasilakos, 

2015).  

 

Threat Avoidance 

Another important function that AI plays in cybersecurity is 

proactive threat prevention. AI systems may detect possible 

network or system vulnerabilities and offer security 

remedies such as timely fixes or upgrades. Behavioral 

analytics, a critical component of AI - driven security, 

assists in the detection of unwanted access attempts and the 

prevention of security breaches by restricting access to 

sensitive systems. The AI - driven threat prevention method 

decreases the attack surface and lowers the likelihood of 

successful assaults (Laskov, Rieck, Schäfer, & Düssel, 

2014).  

 

Response to an Incident 

AI - driven incident response technologies are great assets in 

the tragic case of a security compromise. These solutions are 

capable of quickly automating threat containment, isolating 

compromised systems, and allowing recovery. The speed 

with which AI - driven incident response minimizes the 

degree of the breach and the harm done. Furthermore, AI 

supports in post - incident analysis, allowing firms to obtain 

insights into the nature of the assault and improve future 

security processes (Scarfone et al., 2017).  

 

Continual Improvement 

Cyber dangers are dynamic and ever - changing. AI - 

powered cybersecurity solutions are critical in adjusting to 

these developments. AI systems stay ahead of future threats 

by learning from previous occurrences and continually 

monitoring network behaviors and the danger landscape. 

This ability to continuously adapt means that businesses can 

stay ahead of the curve and respond proactively to emerging 

attack vectors and vulnerabilities (Dai, Tramel, & McAuley, 

2018).  

 

These four aspects of artificial intelligence's role in 

cybersecurity work together to create a comprehensive and 

adaptive method to fighting against a wide spectrum of 

cyber attacks. Organizations may dramatically improve their 

security posture and secure their digital assets by harnessing 

AI's capabilities.  

 

3. Benefits of AI in Cybercrime 
 

Faster Detection: In the world of cybersecurity, faster 

detection is critical for quickly recognizing and responding 

to possible threats. In this attempt, artificial intelligence has 

emerged as a vital tool. AI can swiftly identify abnormalities 

or suspect activity in real - time by continually monitoring 

network traffic, system records, and user actions. Its 

capacity to handle massive amounts of data at quick rates 

helps enterprises to discover emerging security concerns. 

This early identification is critical for reducing the effect of 

intrusions and shortening reaction times, so strengthening an 

organization's overall cybersecurity posture.  

 

Network security: It is a critical component of protecting 

sensitive information and preserving the integrity of digital 

assets. AI plays a critical role in network security by 

continuously monitoring network traffic patterns and 
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detecting any unusual or malicious behavior. Furthermore, 

AI aids in the enforcement of access rules, ensuring that 

only authorized devices and users have access to the 

network. Furthermore, AI allows for the automated control 

and setup of network security devices such as firewalls and 

intrusion detection systems, hence improving the overall 

security of an organization's network infrastructure.  

 

Secure Authentication: In this day and age of digital access 

and online services, secure authentication is critical. By 

applying new approaches, AI has considerably enhanced 

authentication procedures. Biometric authentication, for 

example, uses AI to assess unique biometric qualities such 

as fingerprints, face features, and voice to ensure user 

validity. Furthermore, behavioral biometrics uses artificial 

intelligence to monitor and detect individual user activities 

such as typing patterns and mouse movements. AI also 

improves multi - factor authentication (MFA), requiring 

users to submit several kinds of authentication for 

heightened security, such as a mix of passwords, 

fingerprints, or temporary codes.  

 

Phishing Detection: Phishing is still one of the most 

common cyber attacks, and AI is a powerful tool for 

detecting and preventing it. AI - powered systems excel at 

detecting phishing attempts by evaluating email text, s, and 

attachments. AI may be trained to spot tiny patterns 

indicative of phishing attempts using machine learning, 

preventing naïve consumers from falling prey to these 

unscrupulous techniques. AI, with its capacity to handle 

massive datasets quickly, acts as a strong protection against 

the ever - changing terrain of phishing assaults.  

 

Behavior Analytics: User and Entity Behavior Analytics 

(UEBA) uses artificial intelligence to examine user and 

system behaviors in order to spot abnormalities or possibly 

harmful activity. These AI algorithms understand what 

constitutes regular organizational behavior and carefully 

report departures from these established norms. For 

example, if a user unexpectedly accesses files beyond their 

normal scope or signs in from a strange place, the AI system 

can raise alarms for additional inquiry. This skill is crucial in 

detecting insider threats, compromised accounts, and other 

security flaws, guaranteeing a proactive cybersecurity 

approach.  

 

Online Threat Prevention: Online threat prevention is a 

continuous fight in the cybersecurity environment, and AI 

plays a critical role in bolstering defenses. AI aids in 

prevention by detecting software and system flaws before 

hostile actors may exploit them. AI - powered Intrusion 

Prevention Systems (IPS) are effective at detecting and 

preventing known threats and attack patterns. AI enables the 

automation of reactions to security issues, such as the 

isolation of infected systems. Furthermore, AI continually 

monitors real - time threat information streams to identify 

new risks and take appropriate preventive measures. To 

summarize, AI acts as a diverse and dynamic defender 

against a wide range of online threats, hence improving 

overall cybersecurity resilience.  

 

 
Figure 3: AI in Cybercrime 

 

4. Comprehensive Approach to Cybersecurity 

with AI 
 

To successfully handle the increasing threat landscape, a 

holistic strategy to cybersecurity incorporating Artificial 

Intelligence (AI) is required. This strategy consists of 

several components, each of which plays an important part 

in improving an organization's security posture. In this part, 

we will look in depth at various components, such as data - 

centric security, zero trust architecture, endpoint security, 

network security, cloud security, threat intelligence, and 

security awareness and training.  

 

Data - Driven Security 

Because data is the lifeblood of modern enterprises, data - 

centric security is an essential component of an overall 

cybersecurity strategy. AI may help in this area by 

categorizing data depending on its sensitivity, implementing 

strong encryption methods, and deploying sophisticated 

algorithms for identifying and responding to data breaches 

quickly (Rajabi & Hasanzadeh, 2019).  

 

Zero Trust Architecture 

The Zero Trust Architecture technique is gaining interest in 

cybersecurity. It argues that no entity, whether internal or 

external, should be trusted by default. To maintain 

trustworthiness and security, this architecture significantly 

depends on AI - driven solutions for user and device 

authentication, continuous monitoring, and behavior analysis 

(Kreutz et al., 2015).  

 

Endpoint Security 

Endpoint security, or the protection of network - connected 

devices, is a critical component of a comprehensive 

cybersecurity strategy. Endpoint security solutions driven by 

AI offer real - time monitoring and analysis. They are 

capable of detecting and repairing vulnerabilities, detecting 

harmful activities, and preventing malware amplification 

(Roy & Sarkar, 2016).  

 

Network Security 

By continuously monitoring traffic patterns, recognizing 

anomalous activity, and isolating potential threats, artificial 

intelligence increases network security. Artificial 
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intelligence can also aid in load balancing and network 

performance improvement (Garca, Luengo, & Herrera, 

2015).  

 

Cloud Security 

As businesses rely more on cloud services, cloud security is 

becoming increasingly crucial. AI - powered cloud services 

solutions can automate threat detection, access control, and 

data encryption. These technologies help to secure cloud 

environments (Alotaibi, Abuhussein, & Gani, 2018).  

 

Intelligence on threats 

Threat intelligence is an important part of cybersecurity. 

Threat intelligence solutions driven by AI keep businesses 

up to date on the most recent threats and vulnerabilities. AI 

can understand vast amounts of threat data from many 

sources and provide relevant insights to improve security 

(Rosen & Huey, 2016).  

 

Security Education and Training 

Employee education and awareness are important 

components of cybersecurity. AI may help in the 

development of individualized training programs and the 

evaluation of employee compliance through automated 

simulations and evaluations (Sasse, Brostoff, & Weirich, 

2001).  

 

By including these components into their cybersecurity 

strategy, organizations may construct a strong defense 

against a wide spectrum of cyber threats. AI capabilities 

boost each of these areas, making them more effective and 

flexible to evolving threats.  

 

 
 

5. Implementation Challenges and 

Considerations 
 

While Artificial Intelligence (AI) has enormous benefits for 

improving cybersecurity, its proper deployment is fraught 

with obstacles and concerns. This section delves into the 

major issues and factors involved in incorporating AI into a 

complete cybersecurity plan.  

 

Data Security and Compliance 

Data privacy laws, such as the General Data Protection 

Regulation (GDPR) and the Health Insurance Portability and 

Accountability Act (HIPAA), place stringent restrictions on 

the collecting, storage, and use of personal information. To 

achieve compliance, implementing AI in cybersecurity 

necessitates careful study of these rules. AI systems that 

process sensitive data must follow privacy requirements and 

include data protection procedures (Tene & Polonetsky, 

2012).  

 

Expenditure of Resources 

AI - powered cybersecurity solutions might use a lot of 

resources. Training and maintaining machine learning 

models, analyzing massive datasets, and managing AI 

infrastructure all need a substantial amount of computer 

power and storage. To successfully support AI applications, 

organizations must examine their existing infrastructure and 

spend resources accordingly (Zhang et al., 2020).  

 

Lack of Skilled Workforce 

AI is a difficult and ever - changing field. Organizations 

require individuals with skills in machine learning, data 

science, and AI to deploy AI in cybersecurity. The scarcity 

of experienced AI practitioners can be a significant barrier. 

To close this gap, existing personnel may need to be trained 

or collaborate with outside specialists (Koene et al., 2019).  

 

Transparency and explainability 

AI - driven models, particularly deep learning algorithms, 

are sometimes referred to as "black boxes" due to their 

intricacy. Understanding how these models make their 

judgments is critical for building confidence and 

accountability. Organizations must address the explainability 

and transparency of AI systems, especially where regulatory 

compliance and audits are important (Ribeiro, Singh, & 

Guestrin, 2016).  

 

Adversarial Assaults 

In AI - based cybersecurity, adversarial assaults are a major 

problem. Attackers can use AI system flaws to influence or 

fool them. Organizations must apply approaches like as 

model robustness testing and anomaly detection to construct 

strong defenses against adversarial assaults (Biggio, Roli, & 

Settanni, 2018).  
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Bias in Data Quality 

For training and decision - making, AI systems rely 

extensively on data. Inaccurate or unjust conclusions might 

stem from poor data quality or biased datasets. By 

extensively reviewing training data and adopting bias 

mitigation approaches, organizations may assure data quality 

and fairness in their AI systems (Hardt, Price, & Srebro, 

2016).  

 

Integration and Scalability 

AI integration into current cybersecurity systems might be 

difficult. It is critical to ensure that AI solutions are scalable, 

compatible with legacy systems, and can connect easily with 

diverse tools and platforms. The compatibility and 

scalability of AI solutions can have a substantial influence 

on their success (van Dam, Azodi, & Pashami, 2018).  

 

Considerations for Ethical Behavior 

AI systems in cybersecurity create ethical difficulties, such 

as those employed for automated threat detection or incident 

response. Organizations should develop ethical rules and 

evaluate the impact of AI choices on privacy and human 

rights. In AI deployment, ethical issues are critical (Floridi 

et al., 2018).  

 

It is critical to address these issues and factors for the 

successful use of AI in cybersecurity. Organizations may 

exploit the full promise of AI while guaranteeing security, 

compliance, and ethical responsibility by carefully 

addressing these problems.  

 

6. Future Recommendation 
 

The dynamic interplay between Artificial Intelligence (AI) 

and cybersecurity is a journey that is still ongoing. As 

technology advances and the threat landscape develops, it is 

critical to consider future recommendations that will 

improve the usefulness of AI in cybersecurity. Here are 

some crucial proposals for the future:  

 

1) Progress in Explainable AI (XAI): As AI models get 

more complicated, it is critical to prioritize the 

development of Explainable AI (XAI) methodologies. 

Future AI - powered cybersecurity systems should 

prioritize openness and interpretability so that security 

experts, regulators, and end users can understand and 

trust AI choices. This is important for regulatory 

compliance and accountability (Ribeiro, Singh, & 

Guestrin, 2016).  

2) Improved AI - Driven Threat Hunting: AI - powered 

threat hunting, or the proactive search for signals of 

hostile activity in an organization's network, is on the 

rise. Organizations should invest in AI - powered 

threat hunting technologies that can search for and 

identify sophisticated persistent threats and 

abnormalities autonomously. This will aid in the 

detection and mitigation of possible cyber threats early 

on (Moustafa & Slay, 2019).  

3) Quantum Computing Integration: With quantum 

computing on the horizon, the cryptography landscape 

will shift dramatically. Future proposals include 

investigating the application of AI in quantum - 

resistant encryption and ensuring that AI - powered 

cybersecurity systems are capable of adapting to post - 

quantum cryptographic standards. In a post - quantum 

environment, quantum - safe AI will be required to 

ensure data security and integrity (Ghazvinian, 2018).  

4) Decision - Making in Cybersecurity: The development 

of AI systems capable of making autonomous 

judgments in the face of cyber threats is a promising 

future direction. These systems should be capable of 

not just detecting dangers but also responding with 

minimum human interaction. This reduces reaction 

times and improves an organization's capacity to fight 

against cyberattacks.  

5) Cross - Industry Collaboration: Cyber dangers are 

global and affect enterprises of all sizes. Future 

proposals include increased cross - industry 

collaboration, information exchange, and the creation 

of AI - driven threat intelligence systems capable of 

providing real - time insights into new risks. 

Collaboration can result in more effective threat 

prevention and response (Zheng, Guo, and Yuan, 

2020).  

6) Emphasis on Cybersecurity Ethics: As AI gets more 

integrated into cybersecurity, ethical questions become 

more important. Organizations should emphasize 

ethical AI usage, ensuring that security measures are 

not only effective but also reasonable and equitable. AI 

ethical guidelines and procedures for cybersecurity 

should be designed and followed (Floridi et al., 2018).  

7) AI with IoT (Internet of Things) Security: The 

development of Internet of Things devices introduces 

new problems. Future AI - driven cybersecurity plans 

should prioritize IoT security, deploying AI systems 

capable of monitoring and safeguarding the large array 

of networked devices found in homes, businesses, and 

vital infrastructure (Makhdoom, Hammi, & Bounceu, 

2020).  

8) Education and Workforce Development: To address 

the scarcity of trained AI experts, continuous 

investment in education and workforce development is 

required. AI training and development programs 

should be supported by organizations in order to create 

a pipeline of professionals capable of implementing 

and managing AI in cybersecurity (Koene et al., 2019).  

9) Organizations should actively collaborate with AI 

ethics researchers to ensure that AI systems in 

cybersecurity adhere to ethical standards. This type of 

collaboration can help to avoid unintended 

consequences and ethical quandaries that can arise in 

AI - driven decision - making (Jobin, Ienca, & Vayena, 

2019).  

10) User - Centric AI Security: AI should be used to 

improve user - centric security. Future AI systems 

should prioritize user identification, access control, and 

privacy, giving people more control over their digital 

identities and security (Larson, Yu, & Raghav, 2018).  

 

These recommendations pave the way for a more secure, 

transparent, and efficient future in the ever - changing 

landscape of AI in cybersecurity. Experts, technologists, 

governments, and organizations working together will be 

critical in adopting and responding to these future 

suggestions, guaranteeing the continuous safeguarding of 

digital assets and data.  
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7. Conclusion 
 

By enabling proactive threat detection, prevention, incident 

response, and ongoing adaptation, AI is a vital tool for 

strengthening cybersecurity efforts. To effectively defend 

their digital assets, organizations should take a 

comprehensive approach that incorporates AI across all 

areas of their cybersecurity strategy. While integrating AI - 

driven cybersecurity poses obstacles, the rewards in terms of 

threat mitigation and overall security are enormous. As 

threats grow, AI's role in cybersecurity will become 

increasingly important.  

 

References 
 

[1] Accenture Security & Ponemon Institute. (2021). Cost 

of Cybercrime Study.  

[2] Cybersecurity Ventures. (2019). Official Annual 

Cybercrime Report: Cybersecurity Ventures.  

[3] Ali, T., Khan, S. U., & Vasilakos, A. V. (2015). Cyber 

- physical systems: A comprehensive review. Journal 

of King Saud University - Computer and Information 

Sciences.  

[4] Laskov, P., Rieck, K., Schäfer, C., & Düssel, P. 

(2014). Learning intrusion detection: Supervised or 

unsupervised? In International conference on 

information security (pp.50 - 64). Springer.  

[5] Scarfone, K., Mell, P., Romanosky, S., Galbreth, M. 

R., Spade, W. J., & Uchendu, C. (2017). Computer 

Security Incident Handling Guide. NIST Special 

Publication, 800 - 61, Revision 2.  

[6] Dai, H., Tramel, E. W., & McAuley, J. J. (2018). 

Scalable and interpretable data representation for high 

- dimensional data. arXiv preprint arXiv: 1806.07366.  

[7] Rajabi, I., & Hasanzadeh, M. (2019). A comprehensive 

review of the zero trust security model. In Proceedings 

of the 2019 3rd International Conference on Computer 

and Communication Systems (pp.280 - 285). IEEE.  

[8] Kreutz, D., Ramos, F. M. V., Verissimo, P. E., 

Rothenberg, C. E., Azodolmolky, S., & Uhlig, S. 

(2015). Software - defined networking: A 

comprehensive survey. Proceedings of the IEEE, 103 

(1), 14 - 76.  

[9] Roy, N., & Sarkar, A. (2016). Artificial intelligence in 

cyber security. Procedia technology, 24, 1715 - 1722.  

[10] García, S., Luengo, J., & Herrera, F. (2015). Data 

preprocessing in data mining. Springer.  

[11] Alotaibi, Y., Abuhussein, A., & Gani, A. (2018). A 

survey of big data architectures and machine learning 

algorithms in healthcare. Journal of King Saud 

University - Computer and Information Sciences.  

[12] Rosen, M., & Huey, M. (2016). A cybersecurity 

strategy for critical infrastructure and key resources. 

Research Policy.  

[13] Sasse, M. A., Brostoff, S., & Weirich, D. (2001). 

Transforming the 'weakest '—A human/computer 

interaction approach to usable and effective security. 

BT technology journal, 19 (3), 122 - 131.  

[14] Ribeiro, M. T., Singh, S., & Guestrin, C. (2016). "Why 

should I trust you?" Explaining the predictions of any 

classifier. In Proceedings of the 22nd ACM SIGKDD 

international conference on knowledge discovery and 

data mining (pp.1135 - 1144).  

[15] Moustafa, N., & Slay, J. (2019). Big data analytics for 

cyber - physical system intrusion detection: A review. 

IEEE Access, 7, 6068 - 6085.  

[16] Ghazvinian, A. (2018). Quantum computing and 

cybersecurity: Time to break the status quo. IEEE 

Technology and Society Magazine, 37 (1), 25 - 28.  

[17] Zheng, Z., Guo, S., & Yuan, X. (2020). Collaborative 

AI - Driven Cyber Threat Intelligence: Recent 

Advances and Future Challenges. IEEE Transactions 

on Industrial Informatics.  

[18] Floridi, L., Cowls, J., Beltrametti, M., Chatila, R., 

Chazerand, P., Dignum, V.,. . . & Luetge, C. (2018). 

AI4People—an ethical framework for a good AI 

society: Opportunities, risks, principles, and 

recommendations. Mind & Machine, 28 (4), 689 - 707.  

[19] Makhdoom, I., Hammi, M. T., & Bounceu, D. (2020). 

AI - based IoT security and vulnerability management: 

A survey. IEEE Internet of Things Magazine, 3 (2), 60 

- 65.  

[20] Koene, A., Perez, L. J. G., Carter, C. J., Statache, R., & 

Adolphs, S. (2019). Reflections on the interdisciplinary 

collaboration of legal, ethical, and technical 

perspectives in the ethical development of socially 

disruptive technologies. Information and Computer 

Security.  

[21] Jobin, A., Ienca, M., & Vayena, E. (2019). The global 

landscape of AI ethics guidelines. Nature Machine 

Intelligence, 1 (9), 389 - 399.  

[22] Larson, M., Yu, Y., & Raghav, S. (2018). User - 

centric trust model for AI - driven authentication 

systems. In *2018 14th International Conference on 

[23] Tene, O., & Polonetsky, J. (2012). Privacy in the age 

of big data: A time for big decisions. Stan. L. Rev., 64, 

63.  

[24] Zhang, J., Wu, S., & Zhang, H. (2020). The rise of big 

data on cloud computing: Review and open research 

issues. Journal of Supercomputing, 76 (11), 8033 - 

8059.  

[25] Koene, A., Perez, L. J. G., Carter, C. J., Statache, R., & 

Adolphs, S. (2019). Reflections on the interdisciplinary 

collaboration of legal, ethical, and technical 

perspectives in the ethical development of socially 

disruptive technologies. Information and Computer 

Security.  

[26] Biggio, B., Roli, F., & Settanni, G. (2018). Wild 

patterns: Ten years after the rise of adversarial 

machine learning. Pattern Recognition, 84, 317 - 331.  

[27] Hardt, M., Price, E., & Srebro, N. (2016). Equality of 

opportunity in supervised learning. In Advances in 

neural information processing systems (pp.3315 - 

3323).  

Paper ID: SR231029092527 DOI: https://dx.doi.org/10.21275/SR231029092527 13 




