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Abstract: CBIR (Content-Based Image Retrieval) system has two main challenges in a) Generalizability and b) Retrieval on Cross-

Domain data. Fashion Image Retrieval (FIR) encounters the challenge of retrieving images in cross- domain data due to the difference 

in user shot photograph and product photographs. This is due to the viewpoints, lighting conditions, and the presence of complex 

backgrounds a relevant query is crucial for retrieving the closest match. The scenario of inadequate relevant query, to search and 

retrieve images is a major cause for low generalizability in CBIR. This research targets both these challenges by implementing multi-

modal queries for retrieval to handle the first challenge. And the second challenge is addressed by a zero-shot learning model for 

retrieval to enhance the retrieval accuracy on cross- domain data for FIR. DeepFashion (Liu et al., 2016) dataset with the cross-domain 

data will be used to propose a system that can retrieve based on user shot images and text queries. Evaluation metrics like Recall, 

Retrieval Accuracy, F1 score, and Mean Average Precision (mAP) will be used to evaluate the model. The evaluation metrics for each 

attribute type will be presented in this research. 
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1. Introduction 
 

Advancements in data storage technologies lead to a 

continuous increase in the creation of large multimedia 

content databases. Specifically, image acquisition 

technology and digitization have led to an increase in many 

image datasets. The abundance of content generation 

introduces new challenges in data management and data 

retrieval. Content-based image retrieval (CBIR) is a 

technique to retrieve images from the database according to 

the user’s requirement with a search query. 

 

The capability of deep learning algorithms to learn the 

features from the data is leveraged in CBIR algorithms. The 

usage of an efficient information retrieval system from 

image data (DAVIES, 2005), with CBIR, is focused on in 

recent research (Chen et al., 2021). CBIR is the problem of 

searching visually similar images or semantically matched 

images from the image database. To enhance retrieval 

accuracy, one of the key research objectives is decreasing 

the gap between the features presented and the visual 

perception of humans. Some of the applications of CBIR are 

medical (Murala and Wu, 2014), remote sensing image 

retrieval (Walter et al., 2020), e-commerce websites (where 

users can search an item with an example image), and 

forensic applications. The basic technique adopted in CBIR 

is to search and rank the images (Faria et al., 2010) based on 

a visual semantic relationship with the search query given by 

the user. Search engines on the Internet provide search 

results based on the text query or image query (Google 

Image Search). The user retrieves the search results based on 

the input keywords and/or input image. The user’s search 

query plays a crucial role in retrieval. The characteristics of 

a query are dependent on the dataset domain from which the 

image is to be retrieved and the user’s knowledge to give an 

appropriate search query to retrieve intended results 

accurately. There are many types of search queries, popular 

query types among them are text-based, image-based, 

sketch-based, and key-point-based. The query can be 

flexible with different types of queries called multi-modal 

queries (Xu et al., 2012) used with the CBIR framework. For 

accurate required content retrieval, the example image query 

should be close enough to the user’s requirement 

information. 

 

The retrieval accuracy, similarity score, F1 score, MAP 

(Mean Average Precision), and ranking are some of the 

widely used performance metrics to evaluate the 

performance of the CBIR algorithm. The ranking strategy 

(Faria et al., 2010) used by CBIR systems is to order image 

content descriptors, so that returned images that are most 

like the query image are placed higher in the rank. The 

common challenges faced in CBIR are extracting 

discriminative features and selecting the best similarity score 

those results in high retrieval accuracy and best retrieval 

ranking orders. Based on the literature review conducted 

during this research, two main challenges were identified a.) 

Insufficient training instance for each class b.) 

Generalization in cross-domain retrieval. Image retrieval is a 

challenging task in the case of cross-domain, which entails 

pairing photographs from one domain to their equivalent in 

another. One of the real- time challenges occurs during the 

retrieval process, when retrieval is based on new (unseen 

style during training) product images or user images, large 

variations in the viewpoint and style, lighting conditions, 

complex background, shape deformations, and the 

occlusions result in undesired search results. This thesis 

focuses on the research in developing a CBIR methodology 

for fashion image retrieval with multi-modal (Image and 

Text) queries addressing the cross- domain retrieval 

challenge. 

 

2. Literature Review 
 

Introduction 

From the literature survey for fashion image retrieval, the 
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challenges faced in real-time applications, proposed 

methodologies for improving the retrieval accuracy, image 

feature extraction techniques, image and text fusion 

techniques that bridge the semantic gap between low-level 

characteristic and global image features were studied. 

Benchmark results that were presented in the proposed 

methods by the authors, the advantages and disadvantages of 

proposed methods, and challenges that are still need to be 

addressed for improving the retrieval accuracy in the real-

time application are focused and presented in this section. 

Cross-domain retrieval is the major challenge that was 

identified, and existing research works on addressing the 

same are studied. Leveraging  zero-shot learning approach 

for a similarity-based retrieval system, implementing 

techniques that improve the feature extraction from the 

query image, and choosing the best training strategy and loss 

function is the aim of this research work. 

 

Content-Based Image Retrieval 

Retrieval of images is required in different domains like web 

search engines, biometrics, medical diagnosis, face finding, 

textiles industry, retail catalogues, remote sensing systems, 

etc. A retrieval system works on the principle of finding 

similar images from the database, according to the given 

query information. Text-query describing the texture, shape, 

colour, or keywords related to the image are being used 

popularly in image retrieval systems. But text- query based 

retrieval techniques require a huge number of annotated data 

with tags utilizing human efforts, which is a limitation. 

There are certain key challenges in CBIR like reducing the 

semantic gap, improvising the retrieval scalability, and 

balancing both retrieval accuracy and efficiency. (Lai et al., 

2015) proposed Triplet Ranking Loss that effectively utilizes 

the inter-class and intra-class differences for image retrieval. 

Intermediate image features are generated by mid-level 

convolutional layers from the deep CNN architecture. These 

image features are used to generate the hashing bits for 

images. (Zhang et al., 2015) proposed a deep regularized 

similarity comparison hashing (DRSCH) to address the 

problem of generating hash functions from pre-defined 

feature space leading to ignoring the significance level of the 

different bits and ignoring the generalizability.  

 

Multi-Modal Query 

Multi-modal query introduces flexibility in searching 

content and retrieving it. In search engines, when queries 

with a different modality like text-based, image-based, or 

sketch-based are used, the design imitates on how the human 

mind works to create and process information to search. This 

increases user experience. Some existing multi-modal search 

enabled web applications are the Google Images search 

engine, Bing image search engine, and MMRetrieval 

(Ciaccia et al., 2010). Multi-modal query in CBIR system 

for a clothing-fashion domain helps the user to retrieve 

appropriate clothes. Let 𝜙𝑖,𝑡 be the combined feature 

encoding for image and text with the function defined as 

𝑓𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 = (𝜙𝑖 , 𝜙𝑡 ). From the existing methods for 

combining text and image features, two of them are: 

 

1) TIRG (Text Image Residual Gating) 

(Vo et al., 2019a) proposed TIRG to combine image and text 

features and it is defined by equation ��������� = ��,� = 

�������(��, ��) + ������(��, ��), where 

�����,���� are gating and residual features. ��, �� these 

are the weights learned during the training. Gating 

connection features ����� and residual connection features 

���� are used to create a new feature fusion method in 

which the input image features and the output image features 

are in the same image feature space with the input image as 

the reference. The residual connection adds a modification 

in this feature space based on the input text. 

 

2) Attention Fusion 

(Zhang et al., 2021) presents four different methods for 

combining text and image features. These four different 

methods have experimented with different few-shot learning 

classification models and backbones. From the experiment 

result presented, the Attention Fusion method has shown the 

highest accuracy of 78.40 ± 0.81 for image and text multi-

modal query with ProtoNet (Snell et al., 2017a). The 

attention mechanism is utilized to capture the correlation 

within a sequence of features. From the text query, each 

sentence is encoded separately and stacked upon each other. 

The corresponding image feature, the image channel is 

reshaped and obtained feature vector by applying 1 X 1 

convolutional layer. A single head attention module 

consisting of queries and keys is used. Using this attention 

mechanism is achieved to calculate text-guided image 

features. 

 

Image Segmentation and key point detection 

Locating and recognizing clothing attributes is a challenging 

step in fashion image retrieval. Key points for clothing 

attributes describe the structure of a clothing item which can 

be used to determine the bounding box and its category. 

Detection and key point estimation are done together 

parallelly in Mask R-CNN (He et al., 2017a) in which the 

feature extracted from ROI- Align is used for both instance 

segmentation and object detection. Match R-CNN built upon 

Mask R-CNN, proposed by (Ge et al., 2019) solves four 

tasks including clothes detection, pose estimation, 

segmentation, and retrieval as a multi-task learning 

framework. Semantic segmentation is a type of segmentation 

where it is a process of classifying each pixel belonging to a 

particular label. There are many deep learning architectures 

for semantic segmentation like AlexNet (Krizhevsky et al., 

n.d.), GoogleNet (Szegedy et al., 2014), VGGNet 

(Simonyan and Zisserman, 2014), ResNet (He et al., 2015), 

etc. (Martinsson and Mogren, n.d.) proposed a sematic 

segmentation approach using feature pyramid network 

(FPN). Clothing detection is a fundamental task in fashion 

analysis, an improved detection method by using clothing 

key points is proposed by (Qian et al., 2021a). This is a Key 

Point-Guided (KGDet) clothing detection approach that 

utilizes two main aspects i) Local features are integrated 

around the key points identified to enhance both 

classification and regression. ii) Accurate bounding box is 

generated from key points. KGDet takes in an input image 

and outputs a bounding box, class, and key points of each 

clothing item. KGDet consists of three stages, one initial 

stage, and two final refined stages. Each stage has a 

classification branch that gives a class based on the score 

map from prediction and a regression branch that regresses 

key points. KGDet uses ResNet (He et al., 2015) as a 

backbone along with the FPN (Lin et al., 2017). Since 

CNN's are limited to geometrics transformations, viewpoint, 
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multi-scale objects, and part deformation. CNN's can be 

modeled only using data augmentations that are chosen by 

the user limited to their knowledge. To tackle this scenario, 

deformable convolutions proposed by (Dai et al., 2017) are 

used at the refinement stage with the informative key points 

taken as an offset for deformable convolutions. For 

classification, anchor-free detectors are used like in (Zhang 

et al., 2017). Key points are detected with the offset vector 

calculated from the center of the object and regression is 

performed directly on offset values instead of using 

heatmaps. These key points detected are like RepPoints used 

by (Yang et al., 2019).  

 

Zero-shot Learning 

Zero-shot learning is an approach where the model predicts 

unseen classes by combining auxiliary information that 

contains any specific attributes and seen objects during 

training. Zero-shot learning is implemented in two stages. 

Training is stage 1 where the attributes information is 

captured, stage 2 is Inference where the information is then 

used to recognize unseen object categories during training. 

Siamese networks proposed by (Koch et al., n.d.) is a 

learning methodology in which the model learns to the rank 

similarity between the input data. With this learning, the 

methodology model gains a powerful discriminating ability 

to generalize the network to new data and new classes from 

unknown distributions. (Ong et al., 2017) addressed the 

challenge of image retrieval from a large-scale database. A 

Siamese network consisting of two computational strands. 

These strands consisted of a CNN component and a Fisher 

Vector (Csurka and Perronnin, 2011) component to produce 

a final global descriptor. And achieved 77.3% accuracy on 

the Oxford Building dataset. For improving the retrieval 

accuracy (Deng et al., 2017) presented a unique embedding 

method named as “focus ranking unit” that can be added into 

a CNN for joint learning the image representations and 

metrics for fabric image retrieval. This is achieved by 

training the model with images as a focus ranking unit. Each 

of these units contains a probe image, one image of the same 

fabric as the probe image (a positive image example), and 

several images of different fabrics (negative image 

examples). These image units are then fed to the network to 

compute “probe to negative” and “probe to positive”. Model 

learning is targeted to decrease the distance between probe-

to-positive than the probe-to-negative distance. Thus, the 

ranking disorders in all units are penalized. Cross-entropy 

loss with regularization term is used. Triplet networks 

proposed by (Hoffer and Ailon, 2014), contain three 

networks that are identical to each other and are trained as 

triplets {x+, xa, x-} which is of the form (positive, anchor, 

negative). The anchor and the positive samples are from the 

same class. The negative sample is from a different class. 

The loss calculated during this learning process is called 

triplet loss which targets the anchor to be closer to the 

positive sample than the negative sample in the embedding 

space. This approach is used in many applications (Wei et 

al., n.d.; Schroff et al., 2015; Elezi et al., 2019; Huang et al., 

2021; Khaertdinov et al., 2021). 

 

Deep metric learning loss functions 
Deep metric learning aims to develop a similarity metric that 

computes the similarity or dissimilarity of two or more 

objects through informed samples. With this approach, 

learning a non-linear transformation of the feature space 

leads to the possibility of capturing a non-linear feature 

structure. Deep metric learning can be leveraged for the task 

of retrieval by designing appropriate loss functions and 

training strategies. The most widely used loss functions are 

contrastive loss as used in Siamese networks and triplet loss 

for triplet networks. 

1) Triplet loss 

Triplet loss (Yuan et al., 2019) (Wu et al., 2019) with the 

underlying idea of comparing the anchor input image to a 

positive sample belonging to the same class and a negative 

sample belonging to a different class.(Xiao et al., 2017) 

proposed a Margin Sample Mining Loss based on triplets. 

(Xiao et al., 2017) stated that a triplet contains three 

different images IA, IA’ and IB, where IA and IA’ are similar 

images while IB is an image of a different identity This 

makes sure that all points in the same class form a single 

cluster but are not required to be present at the same point. 

Triplet loss suffers from poor generalization since it shares 

the same image for both negative and positive pairs. 

Quadruplet loss (Chen et al., 2017), extends the triplet loss 

by adding a different negative pair. {IA, IA’, IB, IC}, where IA 

and IA’ are similar images or from the same class and IB and 

IC are images dissimilar to IA and IA’ or from a different class. 

 

2) TriHard Loss 

TriHard (Triplet loss with Hard sampling) loss (Chen et al., 

2019)(Hermans et al., 2017) is a method where simple 

samples are filtered by hard sample mining, which increases 

the model's resilience. Tri hard loss can be calculated on a 

group of samples. There are multiple identities in each 

batch, each with the same number of samples. It creates a 

triplet for each sample by selecting the most dissimilar 

sample with the same identification and the most identical 

sample with a different identity. 

 

3) Margin sample mining loss 

(Xiao et al., 2017) proposed a loss function for metric 

learning in which, the most dissimilar positive pairs and the 

most similar negative pairs are as follows: 

 

𝐿𝑜𝑠𝑠 = (max(‖𝑓𝐴 − 𝑓𝐴′ ‖2) − max(‖𝑓𝐶 − 𝑓𝐵 ‖2) + 𝛼 ) 
                                                                                                               𝐴,𝐴′                    𝐶,𝐵 

where C and B are the hardest negative pair and A and A’ 

are the hardest positive pair. 

 

3. Proposed Solution 
 

Two types of approaches are proposed for a) Enhancing 

Multi-Modal query based image retrieval b) Enhancing 

image retrieval accuracy on cross-domain with few-shot 

learning. The proposed pipeline was implemented with 

pytorch modules. 

 

Dataset 
DeepFashion Database, a large-scale clothes dataset is 

utilized for this research. The dataset is very huge consisting 

of 800,000 diverse fashion images with product images from 

the shop and consumer images. To conduct the experiments 
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with available limited resources, a subset of the 

DeepFashion image dataset is created that resembles the 

dataset distribution of the original dataset. The fashion 

images are annotated with textual and attribute information, 

such as the texture of cloth, style of cloth, part of the cloth, 

category, or label stating whether the cloth is bottom wear, 

top, or a dress. The DeepFashion image database consists of 

four different types of image datasets. From which two 

different sub-datasets are used in this research. The first 

dataset is called the “Attribute Prediction Dataset”. And the 

second sub-dataset is called the “Consumer-to-shop Clothes 

Retrieval Benchmark” consisting of cross-domain image 

pairs used for the research for cross-domain retrieval.Data 

subset is created by acquiring 300 random images for each 

of the 50 categories, totalling 15000 images from the” 

Attribute and Prediction Dataset”. From the “Consumer-top-

shop Clothes Retrieval Benchmark” consisting of 2,13,000 

images, under the broad categories of Clothing, Dresses, 

Tops, and Trousers. The subset is created by randomly 

choosing 100 datasets from each sub-category under the 

categories of clothing, dresses, tops, and trousers. 

 

Two types of dataset a)“Attribute and Prediction Dataset” is 

used for the research on Fashion Image retrieval with multi-

modal query and  b) “Consumer-top-shop Clothes Retrieval 

Benchmark” is used for research on cross-domain retrieval. 

A sample datapoint or image with the available information 

is presented in Figure 1 from “Attribute and Prediction 

Dataset”. 
 

 

A sample datapoint or image with cross-domain pair is 

presented in figure 2. And a snapshot of the dataset structure 

is presented in figure 3. 

 

 
Figure 2: Cross-Domain Pair of a Shop product image and a 

Consumer Image 

 

 
Figure 3: Snapshot previews the dataset structure for an image with 4 consumer images and matching 1 product image 

 

For training a learning algorithm for multi-modal retrieval, 

an image with equivalent text information is required. The 

dataset does not consist of image captions that can be readily 

used. The annotation data consists of 5 different descriptive 

cloth features encoded as labels and one-hot encoded 

annotations. To solve this problem, the textual information is 

constructed by gathering all the descriptive features and thus 

forming caption-like textual information for every image. 

An example datapoint loaded into data frame can be referred 

from figure 4.  
 

 
Figure 4: Snapshot of a loaded data frame with image path and respective textual information 
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“label_group” is the feature specifying the exact style of 

the image represented with a snapshot of the dataset in 

figure 5. The “text_info” feature provides the information 

on category, attribute, style, texture, and part concatenated 

as a string. The string is tokenized further for the 

experiments. 

 

 
Figure 5: Snapshot of image segregation based on the style. Images within a folder can have a few common attributes and 

some different attributes due to the texture or type of fabric 

  

Baseline Model 

A non-parametric algorithm KNN (K-Nearest Neighbor) 

was used for the retrieval model based on image and text 

was used as a baseline model. DeepFashion dataset was used 

and tested with K = 10 to 100, where K number of retrieved 

top-k images with KNN model. Specific models were 

selectively chosen for generating Image and text feature 

embeddings. Resnet101, Mobilenet and Distil BERT. 

Combinations of with and without image and text feature 

embeddings were experimented with to analyze the impact 

of query (Image and Text) embeddings. The text and image 

embeddings are combined by simple feature embeddings 

concatenation. The selection of models was based on the 

best MMAP evaluated. Mean MAP (Mean Average 

Precision) is calculated for retrieved images. MMAP is 

derived by calculating the average of precision at each hit 

for each of the categories or styles. A correct image in top-k 

is called a hit. The experiment is carried out for different k 

values and is presented. All the experiment results with 

baseline models are compared in terms of MMAP. The flow 

of the baseline model is depicted in figure 6. With this 

baseline model, the reference MMAP score observed is 0.23. 

 
Figure 6: Baseline model Flow Diagram 

 

Impact of segmenting cloth area in baseline model 

pipeline 

KGDet is used to detect the cloth area in the image and is 

cropped to get rid of the background. The performance of 

KGDet was evaluated with the DeepFashion dataset and 

resulted in 0.65 mAP for DeepFashion dataset images for 

cloth detection (object detection). From the bounding box 

predicted for an image, the bounding box with the highest 

confidence score greater than 0.4 is selectively chosen refer 

to figure 7. This bounding box is then used to crop the 

cloth region. 
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Figure 7: KGDet bounding box predictions 

 

The impact of the cropping cloth area from the image on 

MMAP score is evaluated. For this evaluation, with the 

same baseline model, the image embeddings are generated 

from the cloth area segmented image using KGDet. Then 

the KNN model is used to predict similar images and MAP 

is generated for each attribute. The MAP score is compared 

with the original full image and cloth area segmented 

image and is presented in figure 8. Significant 

improvement of MMAP score of 0.304 is achieved. This 

step is used as image preprocessing step for both the two 

proposed methods in this research. 

 
 

4. Proposed Methods 
 

1) Multi-Modal query based retrieval using CLIP 

(Contrastive Language-Image Pre-training) with 

Vision Transformer (ViT) 

In this proposed system, KGDet is used for identifying 

clothing area and the region is cropped for further 

downstream tasks. For generating embeddings into a space 

where a similar style of clothes, having similar attributes 

will be closer in distance, CLIP is used in this architecture. 

Image embeddings are generated by Resnet 50 with 

architectural modifications proposed by  (Radford et al., 

2021) as follows (a) The global average pooling layer is 

replaced with an attention pooling mechanism. (b) For text 

encoder, a Transformer (Vaswani et al., 2017) with the 

architecture modified as described in Radford et al. (2019) 

is used. As a base size, a 63M-parameter 12-layer 512-

wide model with 8 attention heads is used. The transformer 

operates on a lower-cased byte pair encoding (BPE) 

representation of the text with a 49,152-vocab size as stated 

in (Sennrich et al., 2015). The max sequence length is 

squeezed to 77. The text sequence is padded with a [SOS] 

and [EOS]. For generating embeddings from a multi-modal 

space, the model is trained with concatenated image and 

text features with triplet loss. (c) CLIP pre-trained model 

ViT-L/14, which is fine-tuned at a 336 Pixels higher 

resolution with an additional 1 epoch as stated by (Radford 

et al., 2021). Hence, the ViT-L/14 model is used to train 

image and text concatenated feature embeddings with 

Triplet loss for similarity learning (refer figure 11 for a 

sample triplet). Illustration of embeddings in similarity 

matching space is presented in figure 10. 

 
Figure 9: ViT based multi-modal query retrieval pipeline 
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Figure 10: Illustration of feature vectors plotted in CLIP 

embedding space 
 

The following are the best hyperparameters selected for 

training and pytorch was used for implementing the 

architecture: 

1) Pre-trained text Encoder: 
a) Max sequence or context length: 77 
b) Encoded text is padded with “<|startoftext|>” and 

“<|endoftext|>” 
2) Pre-trained Image Encoder: 

a) Resnet50 with architectural modifications specified 

by(Radford et al., 2021c) 
3) Dataloader: Data is organized with the image path, 

text_info (attributes information) and its style group. 
a) Dataset is converted to the torch data loader object. 
b) The batch size is 8 
c) The number of workers is 2 
d) The sampler used is called “Same Group 

Sampler” for picking the sample for triplet 

semi-hard loss. 
e) Embedding size for ViT-L/14: 768 

4) Model hyper parameters: 
a) Epochs: 20 
b) Optimizer : SGD (Stochastic Gradient Descent) , 

LR = 1e-2, momentum = 0.2 
c) Learning Rate Scheduler : “OneCyleLR” for 

optimizer , steps = Epochs * (2*len(train_data)-1) 

momentum=0.0, max_momentum=0.5, 

pct_start=0.1, div_factor=1e2, 

final_div_factor=1e4. 
d) Loss Criterion: Triplet-Semi-Hard Loss, the triplets 

consist of a negative sample that is more distant 

from the anchor than the positive sample, yet the 

result is still a positive loss. 
e) Similarity Module : Top-k, k = 10 is calculated 

between l2 normalized feature embeddings, and top 

matches are retrieved and evaluated for MMAP, 

F1- score. 
 

 
Figure 11: Triplet Loss calculated for anchor with Positive 

and negative image 

 

Zero-Shot Learning for image retrieval with CLIP 
In this proposed system, the ZSL pipeline enable cross-

domain retrieval through text query for unseen data. The 

design of this proposed text query based CDR (cross-

domain retrieval) pipeline is mentioned in this section. As 

mentioned earlier, KGDet is used for image segmentation 

as the image preprocessing step. From the preprocessed  

image,  embeddings are generated by ResNet50 image 

encoder. Each image is encoded into a fixed vector of size 

2048, since ResNet50 is used. Global average pooling 2D 

layer is added for the output layer. Text embeddings are 

generated by DistilBERT text encoder. The text embedding 

vector size is 768 in the CLS token representation. The 

image and text encoder are set to trainable in the CLIP 

model. log_softmax is loss used for calculating  cross 

entropy loss for image and text embeddings. To bring the 

2048 dimensional  image vectors and 768 dimensional text 

vectors, a projection head network is required. Projection 

network with output vector of size 256 is used.This 

projection head creates a spatial embedding space wherein 

the text and its closest matching images will be closer in 

the embedding vector space. The pipeline with Zero shot 

learning model for retrieving image with unseen attribute 

data is represented in the below figure 12. 

                  
Figure 12: Zero-shot learning pipeline for Image retrieval with unseen text data 

 

Following are the hyper parameter selected for the model 

(CLIP): 

a) Batch size -  4 

b) Head_lr - 1e-3 

c) Image_encoder_lr - 1e-4 

d) Text_encoder_lr - 1e-5 

e) weight_decay - 1e-3 

f) Factor - 0.8 
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g) Epochs – 20 with early stopping to avoid overfitting 

h) image_embedding_size - 2048 

i) text_encoder_model - "distilbert-base-uncased" 

j) image_encoder_model - “resnet50” 

k) text_embedding - 768 

l) text_tokenizer - "distilbert-base-uncased" 

m) max_length - 200 

n) image size – 224 

o) Dot product similarity is used for loss calculation and 

finding matches. 

p) For projection layers used in both text and image 

encoders, num_projection_layers  - 1 , projection_dim - 

256, dropout - 0.1 

 

5. Results  
 

1) Improved retrieval accuracy for multi-modal query 

based retrieval system with vision transformer 
During the literature survey, existing research works on 

Fashion Image Retrieval system on cross domain 

methodologies were reviewed. To the best of our 

knowledge, research on impact of cloth area segmentation in 

cross-domain retrieval was not available. Based on this 

research clothing area segmentation can be used as a image 

preprocessing step in existing retrieval pipeline that will 

further boost the retrieval accuracy. This is mainly due to the  

attentive feature generation of cloth area from the image. 

Achieved significant improvement of the ↑0.304 MMAP 

score across all 7 attributes after one step of clothing area 

segmentation as image preprocessing step before the 

downstream processes in the proposed multi-modal query 

based retrieval pipeline. This result is visualized be 

calculating the Precision @ K, K in 10 to 100 in steps of 10 

plotted in figure 13.  This plot shows the improvement of 

MMAP score, when the cloth area is cropped with KGDet in 

the baseline model  retrieval pipeline. With this result, the 

cloth area cropping was added in the multi-modal query 

based retrieval system with vision transformer and the 

MMAP score across all the attributes are shown in the table 

1 

 
Figure 13: Comparison of P@K with feature embeddings 

 

Table 1: Comparision of baseline model Vs ViT model for multi-modal query 

Categories 
MAP with KGDet 

cropped image 

MAP with KGDet cropped image and Multi-Modal 

query generated using Vision Transformer Model 

Blazer 0.523 0.671 

Dress 0.551 0.773 

Jacket 0.569 0.813 

Joggers 0.501 0.722 

Shorts 0.585 0.634 

Sweater 0.504 0.571 

Top 0.558 0.639 

 
3) Effectiveness of Zero shot learning algorithm for 

Fashion Image Retrieval system in Cross-Domain for 

unseen dataset 

The proposed ZSL based image retrieval pipeline enabled 

the retrieval of unseen data point based on custom query. 

Custom query can describe a dress based on multiple 

attributes like texture, style, sleeve type or collar type etc. 

This helps user to retrieve required dress from the shop 

database even in the absence of sample image from the 

product database or from customer. ZSL also leverages the 

advantage of meta-learning by reducing the requirement of 

huge training dataset. This is a major advantage for handling 

a data shift due to addition of new clothing styles 

periodically to the clothing database. The significance of 

ZSL with given text query for image retrieval is evaluated 

with MMAP score on unseen dataset across 7 attributes and 

presented in Table 1. MMAP score is based on top 5 

retrieval results and one of the retrieval result for a given 

text query with multiple attribute is shown in figure 14. 

                                                              

Table 2: MMAP for KGDet 
Categories MMAP for KGDet ZSL 

Blazer 0.746 

Dress 0.725 

Jacket 0.870 

Joggers 0.944 

Shorts 0.728 

Sweater 0.812 

Top 0.741 
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Figure 14: Output with Example query “jacket or Blazer 

with collar with solid texture” 
     

6. Conclusion 
 

In this research, solutions for the two major challenges of 

improving retrieval accuracy for multi-modal query for 

generalisability and on unseen data in cross-domain are 

proposed. These two proposed solution approach can be 

applied independently or combined depending upon the 

business use case.  

 

7. Future Scope 
 

The hyper parameters for ZSL model can be explored with 

MMAP score as evaluation criteria during hyperparameter 

optimization. Few-Shot learning with prototypical network 

can be researched for cross-domain retrieval. Fine-Tuning 

BERT with text attributes will improve the significance of 

text embeddings. 
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