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Abstract: Ethical issues have turned to be a major shortcoming, especially when dealing with digital data and evidence. In terms of 

data collection and analysis, the usage of AI has played a vital role in mitigating the issues related to the presence of unethical practices. 

The study has provided an examination of the various ethical issues which can occur during the instances of data collection and its 

application in IT analytics. On the other hand, with the collection of data from 75 participants, SPSS was performed for understanding 

the core topic of assessment from the general public. Through the usage of the random sampling method, the responses were obtained 

from the participants, and tests such as multiple regression, Correlation test, demographic examination and descriptive analysis were 

performed.  
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1. Introduction  
 

Background of the study  

Data accuracy and the maintenance of the integrity of digital 

evidence is significant for reaching the correct conclusions 

to the phenomenon being analysed. With the expansive 

usage of digital data after the digital disruption in the 

corporate grounds, an elaboration of data related issues such 

as data leakage and cyber threat is seen to occur. According 

to the comments by Nassar & Kamal (2021), increase of 

biased information causes the reaching of discriminatory 

conclusions, which hampers the overall transparency and 

visibility of the information. On the other hand, as depicted 

by Cheng, Varshney & Liu (2021), responsible usage of the 

data is necessary for meeting the rights of the individuals, 

and determining the fact that their rights are not unethically 

challenged.  

 

 
Figure 1: Ethical issues faced by employees of varying countries due to the usage of AI in their organisations 

(Source: Statista, 2022) 

 

Because of such instances and shortcomings, the usage of 

responsible AI is important for increasing the privacy of the 

data and focusing the fact that informed consent is achieved.  

 

 

 

2. Problem Statement 
 

One of the main issues which are noted by the data analyst 

during the application of IT analytics on the digital data is 

the misuse of data, based on which the findings of the 

variables are based on. On the other hand, according to the 
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views of Richardson, Petter & Carter (2021), negative 

consequences can be obtained once there is the corruption of 

the personal and professional digital data present on the 

digital platform.  

 

 
Figure 2: Ethical shortcomings related with digital data 

(Source: Balasubramaniam et al. 2020) 

 

With the inauguration of cyber threats on the data, there can 

also be negative implications on the evidence, which 

drastically declines the usage of the information, leading to 

corruption. In addition to such, as per the notions by 

Balasubramaniam et al. (2020), there can also be the 

generation of conflict of interest because of the reduced 

credibility of the information, and hampers the overall 

objectivity of the evidence. Hence, such potential notions are 

to be taken care of by the IT data analytics during their 

collection and utilisation of the digital information.  

 

3. Research Aim and Objectives  
 

Research aim 

The study aims to draw an extensive assessment of the 

different ethical challenges and the considerations to be 

made during data collection and analysis, alongside the 

usage of data for IT analytics through AI application. 

 

Research objectives  

The objectives developed for the study are as follows: 

 

RO1: To inspect the varying factors impacting the ethical 

notions of data collection and analysis for IT analytics with 

AI 

RO2: To examine the significance of increasing ethical 

considerations of data protection in IT analytics with AI 

usage  

RO3: To analyse the issues related to privacy and bias of 

data in case of IT analytics through the application of AI 

RO4: To assess the tactics important for heightening ethical 

considerations and data protection in terms of IT analytics 

with AI 

Research questions 

The questions to be answered with the completion of the 

study are as follows: 

RQ1: What are the different factors impacting the ethical 

notions of data collection and analysis for IT analytics with 

AI? 

RQ2: In which way is the betterment of ethical 

considerations of data protection in IT analytics significant, 

especially with the usage of AI? 

RQ3: What are the different shortcomings related to privacy 

and bias of data in case of IT analytics with AI? 

RQ4: What are the necessary strategies significant for 

improving ethical considerations and data protection in 

terms of IT analytics with AI? 

 

Significance of the study  

With the performance of the study, the different ethical 

issues which occur during the collection of the digital data, 

and their subsequent interpretation with the application of IT 

analytics will be known. Alongside such, the usage of 

responsible AI for increasing privacy and reduction of bias, 

will also be known through the performance of the study.  

 

4. Literature Review 
 

Critical examination of the factors affecting the ethical 

aspects of digital data collection  

According to the workings by Mikalef et al. (2022), the 

collection of data in an ethical manner from the users, by 

giving them a strict information of where the data would be 

used, and how they would be protected, ought to be taken 

into consideration. On the other hand, as per the views of 

Anagnostou et al. (2022), the accuracy of data inspection 

with the aid of responsible AI for amalgamating data ethics 

in its examination also acts as a factor of data governance 

and ethics. Based on the notions of digital governance, data 

ethics reflects on the moral valuations related with the digital 

data present. Hence, such aspects are to be taken into 

consideration during the collection and interpretation of the 

information. 

 

Theoretical assessment of Theory of Data Ethics  

The Theory of Data Ethics deals with the aspects of data 

governance where the digital ethics and digital regulations 

amalgamate with each other. On the other hand, as per the 

thoughts by Tarafdar et al. (2020), the determination of the 

degree to which the evidence needs to be transparent and the 

control processes ought to be visible to the users falls under 

the digital regulations. Hence, with the adherence with 

digital governance, the protection of ethics by the IT 

analysts in terms of digital data collection and inspection can 

be known 
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Figure 4: Elements of the Theory of Data Ethics 

(Source: Tarafdar et al. 2020) 

 

As noted in the above figure, the legal and the moral 

compliances adhered with the digital governance can be 

integrated into the known digital processes.  

 

Gap in literature 

One of the gaps which have been observed in the past set of 

literature is the lack of exact methods which can be deployed 

by the organisations for the mitigation of the ethical issues 

arising due to the usage of digital information. As per the 

views of Felländer et al. (2022), responsible AI has been 

able to increase the reliance of the digital evidence, and 

enable the AI to decrease their self-harm on the digital 

information. However, certain issues with empathy and the 

transparency of the digital data with the application of 

responsible AI have yet been observed. Therefore, the study 

has provided an elaboration of the perseverance of 

responsible AI and the positive notions of software usage for 

increasing the credibility and the security of the information 

from cyber threats and issues.  

 

5. Methodology 
 

Research methodology consists of the different stages and 

the steps important for analysing the data being gathered, 

from its varying sources (Pandey & Pandey, 2021). For the 

completion of the study, the collection of the primary 

quantitative had been achieved from 75 participants. The 

respondents were chosen with the help of random sampling, 

and the positivism research philosophy was integrated for 

analysing the factual data obtained. Two different research 

approaches, namely the inductive and the deductive research 

approaches can be applied in a study, based on the needs and 

demands of the research. In this case, there was the 

integration of the deductive research approach, where the 

hypotheses developed were analysed. The similarities and 

the patterns identified within the variables is enabled with 

the integration of the deductive research approach. On the 

other hand, as per the point of view of Mohajan (2018), the 

examination of the primary data helps in providing 

numerical results with the aid of statistical analysis. In such 

a manner, the expansion of statistical understanding of the 

relationship between the elements of a study can be enabled. 

For the study, the collected data were passed through the 

primary quantitative software of SPSS or “Statistical 

Package for the Social Sciences”. Tests such as demographic 

analysis, descriptive analysis, Pearson‟s correlation test and 

multiple regression were conducted to draw the results for 

the developed research questions.  

 

Hypotheses development  

The hypotheses developed for the study are as follows: 

 Alternative hypothesis (H1): There is a strong 
relationship between biased data collection and 
ethical and data collection considerations  

 Alternative hypothesis (H2): There is a heavy linkage 
between lack of privacy and ethical and data 
collection considerations  

 Alternative hypothesis (H3): There is a sturdy 
association between accountability of responsible AI 
and ethical and data collection considerations  

 Alternative hypothesis (H4): There is a strong bond 
between lack of transparency and ethical and data 
collection considerations  

 

6. Findings   
 

Demographic analysis  

 

Age of the respondents  

 

Table 1: Age of the respondents 

What is your age? 

 Frequency Percent 
Valid 

Percent 

Cumulative 

Percent 

Valid 

1 30 39.5 40.0 40.0 

2 21 27.6 28.0 68.0 

3 15 19.7 20.0 88.0 

4 9 11.8 12.0 100.0 

Total 75 100.0 100.0  
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From the above table, it can be noted that the majority of the 

participants who opted for the survey belonged to the age 

range of 18-25 years, as 39.5% was obtained for such a 

category. 

 

 
Figure 5: Age of the respondents 

 

From figure 5, the blue segment, indicating option 1 of the 

survey, where the participants were between the ages of 18 

to 25 were present, were seen to respond to the survey. 

 

Gender of the respondents  

Table 2: Gender of the respondents 

What is your gender? 

 Frequency Percent 
Valid 

Percent 

Cumulative 

Percent 

Valid 

1 37 49.3 49.3 49.3 

2 25 33.3 33.3 82.7 

3 13 17.3 17.3 100.0 

Total 75 100.0 100.0  

 

As seen from table 2, male participants were seen to be in a 

larger number, as compared to the females, as 49.3% of the 

total responses were seen to be provided for the first option. 

17.73% of the total participants were seen to opt for the third 

option, where they did not prefer to reveal their genders for 

the survey. 

 

 
Figure 6: Gender of the respondents 

As noted in figure 6, the first option covered the majority of 

the pie chart, indicating that the largest section was the blue 

coloured area, with 49.3%. Hence, it can be determined that 

the responses for the survey were based on the experience 

and notions of males. 

 

Years of IT experience of the respondents  

 

Table 3: Years of IT experience of the respondents 

What is your years of IT experience 

 Frequency Percent 
Valid 

Percent 

Cumulative 

Percent 

Valid 

1 25 33.3 33.3 33.3 

2 14 18.7 18.7 52.0 

3 16 21.3 21.3 73.3 

4 20 26.7 26.7 100.0 

Total 75 100.0 100.0  

 

Based on table 3, the largest number of years, in terms of 

experience from the participants was less than 1. This is due 

to the fact that 33.3% of the total respondents chose the first 

option which was for less than a year. Such an aspect 

correlates with the age group of the respondents, where the 

majority was seen to be between 18 to 25 years.  

 

 
Figure 7: Years of IT experience of the respondents 

 

As seen in figure 7, the section covered in blue is seen to 

occupy the maximum, indicating that the first option was 

chosen by the greatest number of participants. Hence, it can 

be deduced that the years of experience for the participants 

who had worked in the IT industry was less than 1 year.  

 

Variable related analysis 

Descriptive analysis 
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Table 4: Descriptive statistics 

 
 

The above table 4 shows the different numerical frequencies 

of the varying elements of the study. As per the opinions of 

Pallant (2020), the inspection and the overview of the 

different numerical functions such as the mean, median, 

mode and others, can be enabled with the help of the test of 

descriptive statistics. 

 

Validity test  

 

Table 5: Validity test 

 
As per the validity test, the value of df or degree of freedom is seen to be 10. From such a valuation, it can be noted that there 

can be 10 other independent instances which can be used for the calculation of the statistics. 

 

Pearson’s correlation test  

 

Table 6: Pearsons‟s correlation test 

 
 

According to the above table, there is a negative valuation of 

0.381 of the elements of biased data collection and ethical 

challenges and data collection considerations. This is due to 

the fact that the expansion of biassed data collected 

decreases the ethical considerations made in terms of data 

collection and its interpretation.  

 

 

 

 

 

 

 

 

 

 

Paper ID: ES24101103401 DOI: https://dx.doi.org/10.21275/ES24101103401 1250 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 12 Issue 1, January 2023 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Multiple regression  

Table 7: Model summary 

 
 

Table 8: ANOVA 

 
 

As observed in table 7 and  8, the value of significance is noted to be 0.000. Such an aspect indicates that the set of alternative 

hypotheses developed for the study have been met. 

 

Table 9: Coefficients 

 
 

Seen in table 9, the value of significance for all the elements 

of biassed data collection, lack of privacy, accountability of 

responsible AI and lack of transparency with ethical and data 

collection considerations have been less than 0.05. Such an 

aspect indicates that the hypotheses have been met. 

 

7. Discussion  
 

Data protection is a vital factor governing the usage of data 

in various fields, in a safe and secure manner. In the case of 

IT analytics, the inclusion of data privacy and reduction of 

data leakage is necessary for reducing the two major issues 

of bias and discrimination. According to the views of 

Rodrigues (2020), with the presence of biassed data 

collection tools and tactics, the generation of issues linked 

with ethical discrimination can occur. As stated by Felländer 

et al. (2022), responsible AI has been involved in the 

preservation of data from such ethical grounds, and helped 

in increasing safety and trustworthiness of the measures. As 

noted in the findings, the valuations of other elements, apart 

from the presence of biased information at -0.381, are 

positive, meaning that an increase of such elements increases 

the ethical constraints. On the other hand, as per the 

comments by Mikalef et al. (2022), once the value of 

significance is lower than 0.05, the respective hypothesis is 

met. Hence, all the developed hypotheses, from H1 to H4, 

have been met. With the further investment into responsible 

AI, a greater generation of data ethics have been seen to be 

maintained, as the H3 with greater accountability at 0.003 

have been proven. According to the comments by Du & Xie 

(2021), responsible AI is developed in a potential manner to 

deploy ethical measures during the gathering and the 

analysis of the digital data.  

 

8. Conclusion 
 

Hence, the study focused on the different types of ethical 

issues which can arise from the collection of digital data and 

the application of data analytics, for the examination of the 

same. The two major issues, as identified in the study, 

related to the ethical notions of data were seen to be the 

presence of biases during data interpretation and the lack of 

privacy of the evidence. Therefore, the study would prove to 

be important for both academic and the corporate sector, 

especially of the IT field. With the inclusion of the strategies 

for the improvement of the AI usage to increase privacy, 

reduce bias and provide grounds for the responsible 

utilisation of AI, the discussion was laid down in the study.  
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