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Abstract: Neuroinformatics plays a pivotal role in advancing our understanding of the brain by integrating various data acquisition 

modalities and facilitating the dissemination of these datasets through data sharing platforms [1]. This paper presents an overview of the 

neuroinformatics pipeline, detailing the workflow from data acquisition to data sharing from my experience setting it up at the new 

Cornell MRI Facility and learning from being a data curator at openneuro [19]. It discusses the evolution of data acquisition methods, 

standard data processing procedures, and the emergence of cloud-based data sharing platforms. Furthermore, a comparison of 

prominent data sharing tools, including XNAT and Flywheel [18], is provided to highlight their respective features and functionalities. 
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1. Introduction 
 

Neuroinformatics involves the integration of neuroscience, 

informatics, and computational techniques to effectively 

manage and analyze complex neuroimaging data. This paper 

focuses on the comprehensive neuroinformatics pipeline, 

encompassing the entire spectrum from data acquisition to 

data sharing. The increasing availability of neuroimaging 

data has underscored the importance of efficient data 

acquisition, processing, and sharing to foster scientific 

collaboration and accelerate research progress. 

2. Overall Workflow 
 

The neuroinformatics pipeline comprises several stages, 

including data acquisition, preprocessing, analysis, and data 

sharing. This paper predominantly focuses on the initial 

stages of data acquisition and data sharing. Following 

diagram encapsulates various stages of data flow from data 

source to data platform. From the data platform, data 

captured at a research facility gets to respective labs and 

users.   

 

 
 

3. Data Sources 
 

3.1 MRI Scanner 

 

Magnetic Resonance Imaging (MRI) scanners are 

fundamental instruments in neuroimaging studies, enabling 

the visualization of brain structure and function [20]. Over 

the years, advancements in MRI technology have led to 

improved spatial and temporal resolutions, resulting in more 

detailed and accurate images. 

 

3.2 Physiological Devices 

 

Physiological devices, such as electroencephalography 

(EEG)[21], magnetoencephalography (MEG) [21], and 

functional near-infrared spectroscopy (fNIRS) [22], provide 

complementary insights into brain activity. These devices 

capture neural signals and physiological responses, 

contributing to a comprehensive understanding of brain 

dynamics. 

 

3.3 Stimulus Devices 
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Stimulus devices, ranging from visual displays to auditory 

systems, are essential for controlled experiments in 

neuroimaging. These devices elicit specific responses, 

enabling researchers to investigate brain activation patterns 

in response to various stimuli.[23] 

 

4. MRI Console 
 

MRI console is a specialized local workstation acting as 

control plane for the magnet. It processes data using 

manufacturer-provided software packages and allows 

technicians to view images. Data from the console is then 

pushed to the local compute for standard pre-processing and 

then pushed to the cloud (XNAT) [21]. 

 

Local compute resources are pivotal in neuroimaging, 

facilitating real-time processing and analysis of acquired 

data. The evolution of local compute capabilities has been 

transformative, enabling researchers to perform complex 

analyses with increased speed and accuracy.  

   

5. Standard PreProcessing 
 

Data preprocessing and analysis pipelines have evolved 

considerably. Previously, manual interventions were 

common in data preprocessing [6], introducing subjectivity 

and potential errors. Today, standardized preprocessing 

pipelines mitigate these issues, ensuring consistent and 

reproducible results across studies. Some of the 

preprocessing pipelines were for data format conversions 

such as dicom to nifti, denoising data, data reconstruction 

[8], meica etc.  

 

To perform preprocessing in recent times, I would have gone 

with batch processing on cloud for ease and scalability of 

compute resources.  

 

Though we had all standard processing applied to all 

datasets acquired, if we had to do it today, a more modular 

codebase could have been used, where a specific script 

shared by a lab or user can be plugged into the processing 

pipeline [12]. This will ensure adaptability of preprocessing 

pipeline per every researcher's requirements.  

 

Another aspect which I would have focused on is data 

organization and standardization. I would have converted the 

dataset into BIDS or other data organization format at this 

juncture, which ensures adding all metadata at the source 

and data standardization at the organization level.   

 

6. Cloud Data Sharing Platforms 
 

6.1 Then vs Now 

 

The emergence of cloud-based data sharing platforms has 

revolutionized how neuroimaging data is disseminated [18]. 

In the past, data sharing was often cumbersome due to 

limited storage capacities and slow data transfer speeds. 

Cloud platforms now offer efficient solutions, enabling 

researchers to store, share, and collaborate on large datasets 

seamlessly. 

 

6.2 XNAT 

 

XNAT (Extensible Neuroimaging Archive Toolkit) is a 

widely used open-source platform for managing and sharing 

neuroimaging data. It provides a flexible environment for 

storing diverse data types, metadata, and analysis results. 

XNAT's modular architecture allows customization to suit 

specific research needs [15]. 

 

6.3 Flywheel 

 

Flywheel is another prominent cloud-based data sharing and 

management platform. It offers a user-friendly interface for 

organizing and sharing neuroimaging data, fostering 

collaboration among researchers. Additionally, Flywheel 

provides tools for data curation, quality control, and 

integration with various analysis pipelines [19]. 

 

6.4 Other Tool Comparison 

 

Various other cloud-based data sharing platforms are 

available, each with its unique features and capabilities. 

Comparing these platforms based on factors like scalability, 

data security, and integration with analysis pipelines is 

crucial to selecting the most suitable platform for specific 

research requirements. 

 

7. Conclusion 
 

The neuroinformatics pipeline, encompassing data 

acquisition, preprocessing, and data sharing, is a critical 

component of modern neuroscience research. Advancements 

in data acquisition methods, local compute capabilities, 

standardized processing pipelines, and cloud-based data 

sharing platforms have collectively accelerated research 

progress and enabled global collaboration. As technology 

continues to evolve, the neuroinformatics landscape will 

continue to shape the future of brain research. 
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