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Abstract: Population aging and the increase of chronic conditions incidence and prevalence produce a higher risk of hospitalization 

or death due to COVID-19. This is particularly high for patients with multimorbidity leading to great resource consumption. Most 

important challenge is to identify possible high-risk patients in order to improve health care service provision and also to reduce costs. 

Nowadays, population health management, based on intelligent models, can be used to assess the risk and identify these “complex” 

patients infected with COVID-19. Main focus of project is to implement machine learning algorithms SVM, Knn, MLP & Decision tree 

to predict the risk of hospitalization or death starting from administrative and socio-economic dataset. Thus the training would be 

provided on training dataset which would help in predicting results for testing phase dataset provided. 
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1. Introduction 
 

Coronavirus Disease (COVID-19) is an infectious disease 

caused by a novel coronavirus that originated in Wuhan 

China last December (2019). This disease will affect the 

respiratory system of a person, and some people will 

eventually get better without having special treatment, 

especially for those who have a strong immune system [1]. 

For others, though, it may be different—old persons are 

more vulnerable, including those with existing comorbidities 

such as cardiovascular disease, diabetes, respiratory disease 

and cancer. COVID-19 is not just a respiratory disease, it is 

multisystemic. Recent studies determined that this virus 

affects almost all the organs of the body, which is stimulated 

by its widespread inflammatory response [2]. Moreover, 

about 10–15% of COVID-19 patients develop severe 

symptoms; these individuals may experience long COVID-

19, which may cause complications to the heart, lungs, and 

nervous system [3]. COVID-19 can spread because this virus 

is transmissible by droplets into the air from the infected 

person through speaking, coughing, and sneezing, or even 

touching some contaminated objects or areas. 

 

The World Health Organization (WHO) stated that frequent 

handwashing, disinfecting, social distancing, wearing masks 

and not touching your face can protect one from being 

infected. The WHO listed several symptoms and emphasized 

that fever, a dry cough, and tiredness were the most 

common, while less common symptoms were headaches, 

sore throat, diarrhea, conjunctivitis, loss of smell, and rashes, 

and serious symptoms were breathing problems, chest pain 

and loss of speech and movement. As of 29 June 2021, there 

were 182,333,954 COVID-19 cases and 3,948,238 deaths 

worldwide [4], and this disease had mutated into several 

variants documented in countries such as the United 

Kingdom, South Africa, the United States, India and Brazil, 

which brings increased severity to the disease, as well as 

quicker transmission, a higher death rate and reduced 

effectivity of vaccines [5]. 

 

As the virus keeps on spreading despite the efforts of the 

community to contain the virus, an outbreak can lead to 

increased demands in hospital resources, and shortages of 

medical equipment, healthcare staff and of course COVID-

19 testing kits [6]. Limited access to COVID-19 testing kits 

can hinder the early diagnosis of the disease, and giving the 

best possible care for the suspected COVID-19 patients can 

be burdensome. Consequently, an automatic prediction 

system that aims to determine the presence of COVID-19 in 

a person is essential. Machine learning classification 

algorithms, datasets and machine learning software are the 

necessary tools for designing a COVID-19 prediction model. 

 

2. Related Work 
 

Machine learning can be categorized as supervised, 

unsupervised, and reinforcement learning. Supervised 

machine learning is an approach that trains the machine 

using labeled datasets, wherein the examples are correctly 

labeled according to the class to which they belong [7]. The 

machine will analyze the given data and will eventually 

predict new instances based on information learned from the 

past data. Unlike supervised machine learning, the 

unsupervised machine learning learns by itself without the 

presence of the correctly labeled data. In unsupervised 

machine learning, the machine will be fed by the training 

samples, and it is the job of the machine to determine the 

hidden patterns from the dataset. For the reinforcement 

learning, the machine acts as an agent that aims to discover 

the most appropriate actions through a trial-and-error 

approach and observation in the environment [8]. Every time 

the machine successfully performs a task, it will be rewarded 

by increasing its state; otherwise, it will be punished by 

decreasing its state, and this approach will be repeated 

several times until the machine learns how to perform a 

specific task correctly. Reinforcement learning is used in 

training robots in how to perform human-like tasks and 

personal assistance.  
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This study is mainly focused on predicting the presence of 

COVID-19 in a person; thus, a supervised machine learning 

model had to be developed. Several machine learning 

methods were utilized in building disease prediction models 

(e.g., coronary artery disease, respiratory disease, breast 

cancer, diabetes, dementia, and fatty liver disease [9–14]). 

The researchers devised a list of published disease prediction 

studies that utilized supervised machine learning algorithms, 

such as J48 Decision Tree (J48 DT), Random Forest (RF), 

Support Vector Machine (SVM), K-Nearest Neighbors (k-

NN), and Naïve Bayes (NB). More algorithms were utilized, 

such as Multi-layer Perceptron (MLP), Logistic Regression 

(LR) and Artificial Neural Network (ANN). displays a list of 

disease prediction studies, machine learning algorithms 

utilized, the best algorithms according to the experiments 

performed, and the accuracy obtained.  

 

Need of System 

The need of this project is to describe a framework for an 

iterative approach to event discovery high risk patient’s that 

is based upon a clinical data repository and natural language 

processing techniques. We summarize our definitions and 

assumptions and the literature describing feature extraction, 

feature selection, classification and we discuss performance 

evaluation related to the approaches. 

 

Application of System 

1) Proposed system can be implemented for detecting high 

risk patients in pandemic like Covid-19 

2) It can also be implemented for detection of life 

threatening diseases with high severity 

 

3. System Design  
 

Introduction to proposed system: 

For this paper, we will adopt the following error related 

definitions. A medical error is defined as the failure of a 

planned action to be completed as intended or the use of a 

wrong plan to achieve an aim [1]. An adverse event is 

defined as an injury caused by medical management rather 

than by the underlying disease or condition of the patient [1]. 

An adverse outcome is defined as an undesirable and 

unintended outcome of care such as prolonged 

hospitalization, disability, or death at the time of discharge 

[2]. A near miss (as defined by the Agency for Healthcare 

Research and Quality’s Center for Quality Improvement and 

Patient Safety) is an event in which the unwanted 

consequences were prevented because there was a recovery 

by identification and correction of the failure. The recovery 

might be planned or unplanned.  

 

Objectives 

 Medical error accompanied by an adverse outcome (e.g., 

a drug rash due to prescribing a medication to which the 

patient is known to be allergic);  

 Near miss, which is a medical error from which there has 

been a recovery (e.g., if the pharmacist catches a 

prescription to a medication to which the patient is 

known to be allergic); 

 Medical error without a recovery but without an adverse 

outcome because of luck or the robustness of human 

physiology (e.g., a medication to which the patient is 

known to be allergic is prescribed, dispensed, and taken, 

but the patient has no reaction); 

 Adverse outcome without an error (e.g., an allergic 

reaction to a medication for which there was no known 

allergy). 

 

4. Algorithms 
 

k-nearest neighbor algorithm 

The k-nearest neighbor algorithm is a powerful non-

parametric technique [13] for density estimation [20] and 

classification [11]. It is a instance-based learning or lazy 

learning  algorithm, where the approximation happens only 

locally and all the computation is done after classification. 

[14] 

 

Advantages: 

1) Ease of implementation and debugging. 

2) Some Noise reduction techniques can improve the 

accuracy of the algorithm. [15] 

3) Case-retrieval Nets can improve the run-time 

performance for large data sets. [16] 

 

Support vector machines 

Support vector machine is a discriminative classification 

algorithm defined by separating hyperplane. It is a 

supervised learning algorithm in which the training data set 

is labeled which outputs optimal hyperplane categorizing 

new datasets. 

 

Advantages: 

1) Effective in large scale regression problems. [17] 

2) Effective in high dimensional space. [18] 

3) Effective In cases number of samples is smaller than 

number of dimensions. 

4) Memory efficient due to use of support vectors with 

slight modifications. [19] 

 

5. Conclusion 
 

Thus the implementation of machine learning algorithms 

SVM, Knn, MLP & Decision tree to predict the risk of 

hospitalization or death starting from administrative and 

socio-economic dataset has been implemented and tested 

with standard dataset. Thus the training was provided on 

training dataset which has helped in predicting results for 

testing phase dataset provided. 

 

Our future work includes further extending the algorithms, 

so that it can handle big database with large number of 

values.  

 

One more future study can be implemented for testing 

performance of system by using combination of multiple 

algorithms and comparing their results.  
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