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Abstract: Drones are aircraft without pilot, crew or passengers on board. They are formally known as unmanned aerial vehicles which 

can be controlled remotely by humans using a controller or even be completely autonomous. They can be used for various purposes like 

aerial photography, delivering items, reconnaissance and other civil and military applications. Our project aims to develop a drone 

which is completely autonomous and used for surveillance purposes. The user just needs to input the GPS coordinates of the path where 

it wants the drone to go, and then the drone automatically generates the path and starts surveillance. We have also incorporated 

computer vision to detect objects, human and other aircraft using the state of the art YOLOV4 algorithm. Successfully tested all systems 

with positive results. 
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1. Introduction  
 

This project is primarily built for border surveillance. 

Instead of sending army personnel for patrolling near the 

border, drones can be sent which is more efficient in 

detecting threats and safer. The use of the system can be 

further extended for patrolling along the perimeter of other 

important areas where it is dangerous for humans to go. We 

have achieved autonomous flight incorporating Inertial 

Navigation System(INS) and Proportional Integral 

Derivative(PID) algorithm[2]. Using Inertial Reference 

System we track the live location of the drone since we do 

not have a GPS sensor integrated with the drone. For 

obstacle avoidance we have used an optical flow algorithm 

for detecting any object approaching the drone. The drone 

then performs certain maneuvers to doge the obstacle and 

return back to the original path. Our next task is to identify 

objects such as weapons, aircrafts, and humans which we 

accomplish using Computer Vision. Dataset is taken from 

Open Image Dataset V6. 
 

2. Literature Survey Methodology 
 

After a thorough survey of previous papers related to the 

topic we decided to use the YOLOv4 algorithm for object 

detection as it gives results much faster than other 

algorithms and the frame rate was also higher. It also uses 

genetic algorithm for finding optimal hyperparameters along 

with new normalizing techniques and self adversarial 

training for data augmentation. Figure 1 and 2 shows the fps 

rate various object detection algorithms give and latency 

when used in v100 gpu . From the figures it's clear that 

YOLOV4 gives the best fps rate as compared to others with 

good speed, that is 3.7x times faster than others. 

 

 
Figure 1: YOLOv4 training result 

 

 
Figure 2: YOLOv4 test speed  

 

For the obstacle avoidance system, previous research shows 

that we can train a model for a particular object and then 

create an algorithm that gives the necessary actuator 

commands to the drone to doge the object. But the drawback 

of the system was that it can not identify other objects and 

hence collide with it and training the model for so many 

objects would be unfeasible. Some research shows 

application of sensors like LiDar to detect objects in front of 

it[5]. However our drone didn’t have this sensor in it. Hence 

we went with an optical flow algorithm which shows 

positive results on identifying objects based on the 

movement. The Inertial Navigation System was the only 

choice for navigating the drone as there weren't any better 
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methods for this task as we don't have a GPS sensor in the 

drone. 

 

After an extensive literature survey we found that 

autonomous navigation without GPS is less accurate as it 

relies on a good Inertial Measurement Unit(IMU) sensor. 

For obstacle avoidance traditional methods couldn't be used 

because it's not practical. Hence had to use Optical flow 

algorithm.  

 

3. Methodology  
 

The project can be divided into four subsystems. First being 

the computer vision part used to detect anomalies. Second 

the inertial reference system and inertial navigation system 

used for the autonomous navigation of the drone. Third the 

integration of obstacle avoidance in the autonomous 

navigation system and lastly an interactive graphical user 

interface to interact with the drone and also get live video 

feed from it for ground personnel monitoring. 

 

1) Computer Vision  

The YOLOV4 architecture can be divided into many 

subparts, which are - The input which comes first and it is 

basically what we've as our set of training images which will 

be fed to the network - they are processed in batches in 

parallel by the GPU. Next are the Backbone and the Neck 

which do the feature extraction and aggregation. The 

Detection Neck and Detection Head together can be called 

the Object Detector. And finally, the head does the 

detection/prediction. Mainly, the Head is responsible for the 

detection (both localization and classification). Figure 3 

shows the one stage and two stage detector of the YOLOV4 

network. 

 
Figure 3: YOLOv4 architecture 

 

After a lot of testing and experimental results they chose 

CSPDarknet53. CSPDarkNet53 is based on the DenseNet 

design. An additional block called SPP (Spatial Pyramid 

Pooling) is added in between the CSPDarkNet53 backbone 

and the feature aggregator network (PANet), this is done to 

increase the receptive field and separates out the most 

significant context features and has almost no effect on 

network operation speed. It is connected to the final layers 

of the densely connected convolutional layers of 

CSPDarkNet[2] . Figure 4 shows the detailed architecture of 

the YOLOv4 network. 

 
Figure 4: YOLOv4 neural network layer 

 

Here is an overview of the operation performed. [6] 

 

Table 1: Operational performance 

 
 

The main function here is locating bounding boxes and 

performing classification. 

 

The bounding box coordinates (x, y, height and width) as 

well as scores are detected. Here the x & y coordinates are 

the center of the b-box expressed relative to the boundary of 
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the grid cell. Width & Height are predicted relative to the 

whole image. 
bx = 𝜎 (tx) + cx 

by = 𝜎 (ty) + cy 

bh = ph𝑒
th 

bw = pw𝑒
tw

 
 

2) Inertial Navigation System and Inertial Reference 

system 

Since we do not have a GPS sensor in our drone we use an 

IMU sensor for detecting the acceleration of the drone in x,y 

and z direction and its roll, pitch, yaw rate. Then we double 

integrate the acceleration to get its velocity and distance 

traveled. We also integrate roll, pitch and yaw rate to get the 

euler angles. Once we have all this value we can calculate 

the exact position of the drone by calculating the distance 

traveled in x,y and z direction with respect to time.  

 

For its autonomous navigation we first input the GPS 

coordinate from the user using the GUI. Then we calculate 

the shortest path for completing surveillance at all the points 

by using an algorithm like Dijkstra’s algorithm and append 

it in a list. We then find the distance between each 

successive point in the list and create a new list with this 

data. Then we start the drone maneuvering by finding the 

angle between the heading vector and targeted vector and 

also the distance from the list and give necessary actuator 

commands for it to perform the surveillance. 

 

There is also a safety mechanism included, which makes the 

drone automatically come back to its base that is the starting 

point if the battery is very low orelse if the ground personnel 

presses return to base command. By this we can assure that 

we don’t lose the drone. 

 

3) Obstacle Avoidance System 

Implementation of optical flow algorithm for detection of an 

object and also its direction of motion[8]. Our Drone detects 

any moving object approaching it and doges it by moving 

left or right. As you can see in the images, it uses the 

algorithm to identify moving objects and gives appropriate 

commands to the drone actuators for performing the doging 

motion. In figure 5 we can see that the drone detects the 

object in front of it along with the direction the object is 

moving. 

 

 
Figure 5: Optical flow 

 

This system is integrated with the autonomous navigation 

system for safe movement of the drone in the desired path. 

 

4) Graphical User Interface 

We have developed an in-house GUI shown in figure 8 for 

interacting with the drone. It shows live video feed of the 

drone along with an alarm system to go off when an 

anomaly is detected. It also has an interactive map made 

using leaflet so that the user can select GPS coordinates for 

the path formation. It even has features to create, select and 

load previous paths. It also displays the orientation of the 

drone, that is the roll, pitch, yaw as well as its vertical speed 

and drone velocity.  

 

 
Figure 6: Graphical User Interface (GUI) 

 

5) Execution flowchart 

In figure you can see the execution of the program. First the 

device is switched on and all systems are initialized. Then 

the user can enter the GPS coordinates of the once he enters 

that the system creates a flight path using Dijkstra's 

algorithm. Then the drone is powered on and the 

autonomous navigation algorithm starts executing. It sees if 

the drone is in the right path throughout and corrects the 

path of the drone if it deviates simultaneously the drone 

transmits the video feed to the ground station where it is 

analyzed using the computer vision algorithms to detect 

anomalies. If found the image is captured for later inspection 

and an alarm is raised. 
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Figure 7: Execution Flowchart 

4. Result  
 

The software has been implemented on DJI Tello drone 

which has a 720 pixel camera with IMU sensor and infrared 

sensor. The graphical user interface initially ran slow but 

after implementing parallel computing, it was very 

responsive. Selecting the GPS coordinate from the map is 

difficult if the coordinates are at a distance less than 10 

meter. The FPS rate of the video feed was around 15 and 

successfully triggered alarm whenever necessary and stored 

the data for further use. The data received from the IMU 

sensor was successfully displayed by the GUI in real time. 

Figure 8, 9 and 10 shows the result of object detection using 

computer vision. 

 

 
Figure 8: YOLOv4 test result 

 

 
Figure 9: YOLOv4 test result 

 

 
Figure 10: YOLOv4 test result 

 

In the figure you can see that the YOLOv4 algorithm has 

successfully detected the objects it has been trained on with 

good accuracy. The model is currently trained to detect rifle, 

aircraft, person, handgun, shotgun, drones and other 

weapons. More objects can be added but simply include it in 

the training dataset. 
 

5. Conclusion  
 

The YOLOv4 proved to be very effective in terms of 

detecting objects and classifying them with high accuracy 

and even quickly. The model created can be used to 

recognise more objects by simply adding more training 

dataset of the desired objects. The autonomous navigation 

could have been more precise if the IMU sensors provided 

more accurate data of the drone movement. Adding a GPS 

sensor would be more reliable but may create problems in 

the region where the connection with satellite is not possible. 

The obstacle avoidance system proved to be good and 

reliable as it could detect each moving object that 

approached the drone and successfully give actuator 

commands to doge it.  

 

In conclusion we can say that the drone performance was 

really good given its low cost of fabrication, only the GUI 

can be made faster in terms of processing the data by using 

more sophisticated parallel computing techniques. 
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