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Abstract: Predicting crop yield is one of the most difficult problems in precision agriculture and one of the largest areas of agriculture to 

improve the economy. Although, it is a new concept in agriculture. However, there are several challenges due to its dependence on multiple 

factors such as extreme weather, crop genotype, environmental factors, obtaining minimized production due to climate change, availability 

of water, management practices, and their environment. Therefore, we designed an efficient BP neural network to obtain crop yield 

prediction based on environmental data. Hence in this research, we focus on using archival data to predict corn yield across the US 

cornfield (including 39 states) from 1980 to 2018. The BP neural network model performed very well and achieved a mean-square-error 

(MSE), mean-absolute-error (MAE), and mean-absolute-percentage-error (MAPE) with an overall accuracy (OA) of 89% of their 

respective average yields, which is much better than the tested RNNs model, which shows that our BP neural network model has high 

accuracy in agricultural data prediction. 
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1. Introduction 
 

Predicting crop yield is one of the most difficult problems in 

precision agriculture, and it is also one of the largest 

agricultural areas to improve economic benefits. Therefore, it 

is important to provide a user-friendly interface for farmers 

that enable yield analysis based on the available data to 

maximize crop productivity. Numerous studies have used 

machine learning technology to predict yield, including 

artificial neural networks, correlation rule mining, multiple 

regression, and random forest. Although the machine 

learning model regards yield as an implicit function of input 

variables (such as meteorological elements and soil 

environment), this may be very complex and nonlinear. Jeong 

et al. (2016) carried out random forest analysis and multiple 

regression analysis on wheat, corn, and potatoes. They found 

that random forest predicted crop yield very well and 

exceeded multiple regression analysis. However, in the past 

few decades, machine learning algorithms for yield 

prediction have been developed, such as genetic algorithm 

(GA), support vector machine (SVM), linear regression, 

artificial neural network (ANN), and Naive Bayes (NB) [6].  

 

In addition, an intelligent agriculture system has been 

developed to solve the problems of traditional agricultural 

applications, although the previous applications are the basis 

of digital agriculture and need to spend a lot of energy to 

process the data from the buffer. Today, intelligent 

agricultural systems are being developed through the Internet 

of things (IoT) and wireless sensor networks (WSN) 

[8].compared with the above machine learning algorithms, 

the deep learning method has very powerful functions and 

can accurately show good performance in agriculture [9]. 

Deep learning is an intelligent computing method that can 

solve many problems such as scalability, image processing, 

reliability, optimization, and fault tolerance. Therefore, we 

developed a BP neural network modeling technique to predict 

yields based on environmental data and management 

techniques.  

 

Although deep learning is a multi-level presentation 

technique. Each presentation layer has a nonlinear element to 

convert the representation of the current layer based on the 

original input into a simple abstraction layer (Lecun et al., 

2015). It also provides general approximation architecture. In 

other words, no matter what operation we want to implement, 

we can use deep neural networks to represent such an 

operation (Hornik et al., 1989; Goodfellow et al., 2016). Deep 

learning techniques do not require a manual operation but 

implement its operation through data, which improves the 

accuracy of results (Lecun et al., 2015). However, higher 

models are very hard to train and require more sophisticated 

hardware and optimization techniques (Goodfellow et al., 

2016). 

 

2. Related Work 
 

In recent years, many scholars have studied the methods of 

water-saving irrigation and crop yield in the process of 

agricultural production through big data analysis technology 

and machine learning algorithm. For example, in the Pitaya 

experimental field of Nanning irrigation experimental station, 

the decision tree algorithm is used to evaluate whether the 

environment of the experimental field is suitable for planting 

pitaya [10], so as to provide support for managers to make 

subsequent scientific management decisions. Literature [11], 

monitored the drug structure of pesticide application, such as 

variety, dosage, cost and application times, and evaluated the 

rationality of drug structure of open field vegetables. 

Literature [12] takes rice producing areas in North China, 

East China and Northeast China as examples. Through big 

data analysis, it is concluded that temperature and 

precipitation have a great impact on crop yield, which is 

convenient to monitor the rice cultivation process. The 

research shows that big data analysis and machine learning 

algorithm have great application space in the research field of 

water-saving irrigation. 

 

In a research paper [13], researchers mention that large 

amounts of data are collected and stored for analysis. Proper 

use of this data can often result in significant efficiency gains 

and consequent economic benefits. Although, there are 
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several uses for data mining technology in agriculture. 

Researchers have implemented the K-Means algorithm to 

predict air pollution [14] and used the K-nearest neighbor 

method [15] to simulate daily precipitation and other 

meteorological variables and use support vector machines. 

And analyze the various possible changes in the weather 

scenario [16]. On the other hand, the researchers worked on 

analyzing the variability of rainfall and its impact on crop 

yields [17]. The results to obtained seasonal climatic 

conditions (such as precipitation and temperature changes) on 

crop yield prediction can be explained by experimental crop 

models [18].  

 

Currently, deep learning techniques are used to predict crop 

yields. Khaki and Wang (2019) developed a deep neural 

network system to predict maize yields at 2, 247 sites 

between 2008 and 2016. This system was superior to other 

techniques such as multiple regression, flat neural networks, 

and lasso. On the other hand, you et al. (2017) predicted 

soybean yields based on a series of remote sensing images 

using CNNs and RNNs. Kim and associates. (2019) Designed 

a deep neural network system from 2006 to 2015 to predict 

crop yields using improved input variables from satellite 

products and weather datasets. Wang and colleagues. (2018) 

constructed a deep learning architecture for predicting 

soybean crops in Argentina, in which they used previous 

learning methods and obtained good results when predicting 

soybean yield with fewer data in Brazil. Yang et al. (2019) 

studied the ability of CNN to evaluate rice yield using remote 

sensing images and discovered that the CNN model gives 

reliable yield prediction in the whole mature phase. 

Meanwhile, Khaki and Khalil Zadeh (2019) utilized deep 

CNNs to forecast maize yield losses in 1, 560 regions of 

Canada and the United States. 

 

3. Proposed Work 
 

Our designed problem statement is to build a big data neural 

network system for the prediction of agricultural crop yield to 

increase agricultural production, which improves the 

economic growth of the country. Although, It has been shown 

that agricultural production generates a lot of data, and the 

type of data is diverse, and the quantitative indicators 

between different data are not the same, which makes the 

processing of agricultural production data challenging. 

 

Therefore, this paper aims to solve the difficulties in 

processing agricultural production. As an intelligent 

algorithm, our design utilizes a BP neural network to process 

big data in the context of a significant amount of agricultural 

data, accurately predict agricultural production according to 

the big data generated by the production process, and then 

guide agricultural production. 

 

3.1 BP Network Topology 

 

A BP neural network with three layers is illustrated in Figure 

1. There is an input layer, a hidden layer, and an output layer. 

There is an equal number of nodes in the input layer and in 

the output layer n . The output layer has the same number of 

nodes as the output module type
q

. Each node in the hidden 

layer p corresponds to a specific application, which is usually 

chosen during testing.  
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Figure 1: BP network topology 

 

1W
defines the connection weight matrix between input layer 

nodes and hidden layer nodes as formula (1). 2W
is an 

equivalent connection weight matrix that characterizes the 

connection between hidden layer nodes and output nodes. 1

and 2 are the threshold matrices of the nodes in the hidden 

layer and output layer, respectively:  
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3.2 Forward Propagation 

 

As a first step, enter the training samples X , T where X is 

the input vector andT is the output vector:  

1 2

1 2

( , ,..., ,..., ),1 ,

( , ,..., ,..., ),1 ,

k n

m q

X x x x x k n

T T T T T m q

  

  
     (2)  

In this equation, n represents the number of input nodes; 
q

represents the number of output nodes. Through the input 

layer and hidden layer, data is forwarded to the output layer. 

The learning result is the weight value of output pattern 

classification. In general, these steps should be followed:  

 

Identify the output value of the hidden layer nodes, (Step 1). 

Nodes in the hidden layer have the following input value:  

1 1

1

,1
n

j kj k

k

i w x j p


  
            (3)  

In this case, n represents the nodes of the input layer, 
p

represents the nodes of the hidden layer, 1kjw
 represents the 

weight of the connections, and kx
represents the component 

of input vector.  

1 1( )j j jh f i  
               (4)  

Here, 1 j
is the threshold value for node

j
. We have used 

the sigmoid function
f

, which was given by Rumelia:  

1
1

1
( )

1 j
j i

f i
e



                (5)  

(Step 2) The calculation node of output layer m and the 

calculation node of output value of m 

 

The input values of nodes of output layer m   

2 2

1

,1
p

m jm j

j

i w h m q


  
            (6)  

The nodes of output value  

2 2( )m m mO f i  
              (7)  

In addition, 2m
is the threshold for the node of output layer

m and f is the activation function. 

 

3.3 BP Neural Network Back Operation 

 

Determine the difference between the output value and the 

expected value of the output layer. The error travels 

backwards from the output layer to the hidden layer and to the 

hidden layer and to the input layer and modify the connection 

weight values. The following steps are necessary.  

 

Step 1 of the process involves comparing the learning value

mO
of node of output layer m and the output value of 

learning samples mT
 (the calculation of the output error of 

nodes of the out layer), which is given as:  

 

m | |m mO T                    (8)  

During step 2 (testing learning error), 0 represents the 

maximum learning error, which falls within the range of 0 

and 1. When m 0max( ) 
put the next learning sample. If 

not, modify the weights of the network and put the original 

one. The learning process is terminated once all samples meet 

the above criteria. Step 3 involves calculating the learning 

error for the nodes of the output layer m   

2 (1 )( )m m m m md O O O T              (9)  

In the process of step 4 we calculate the learning error of 

nodes of hidden layer
j

as 

1 2 2

1

(1 )
p

j j j jm m

j

d h h w d


             (10)  

While step 5 Set the weight at time t+1 as the adjusted new 

weight value; then update the connection weights matrix 2W
. 

as shown below 

2 2 2 2 2( 1) ( ) [ ( ) ( 1)]jm jm m j jm jmw t w t d h w t w t        

(11)  

The common BP algorithm is based on two parameters, 


and . Both 


 and   are within scope. Using a can 

increase the learning speed and provide a way to deal with 

local minimums. In Step 6, we reformed the weights of the 

connection matrix 2W
. below is the computation 

1 1 1 1 1( 1) ( ) [ ( ) ( 1)]kj kj j k kj kjw t w t d x w t w t        

(12)  

Meanwhile, step7 reform threshold 2  of nodes of output 

layer 

2 2 2 2 2( 1) ( ) [ ( ) ( 1)]m m m j jm jmt t d h w t w t        

 (13)  

In addition, step 8 reform threshold 1  of nodes of hidden 

layer
j

 

1 1 1 1 1( 1) ( ) [ ( ) ( 1)]j j j j jt t d t t            (14) 

 

3.4 Running BP Neural Network 

 

To implement pattern classification, run the BP neural 

network after learning and only use the forward operation of 

the BP learning algorithm: The method is as follows.  

The first method involves assigning revised values to 

connection weight matrices 1W
 and 2W

, and threshold 

matrices Q1 and Q2. The second method involves inputting 

the input vector I .  

 

Then, apply formulas (3), (4), and (5) to calculate the output 

of the hidden layer. Then, use formulas (5), (6), and (7) to 

calculate the output of the output layer, which is the 

classification result of input vector I . 
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4. Data Description 
 

We evaluate our model in the United States and choose corn 

as the target crop since it has been widely investigated in prior 

work (Shahhosseini et al.2019). The input data we use 

include yield performance, meteorological, and soil; 

(nitrogen, pH, solar radiation, coarse fragment, nitrogen 

mean 0-5cm, nitrogen mean 5-15cm, W1, and W2).  

 

The yield performance data were obtained from the National 

Agricultural Statistics Service of the United State 

(USDA-NASS, 2019). 'Meteorological' attribute specifies the 

daily recording of meteorological variables, which includes 

precipitation, solar radiation. The meteorological data were 

obtained from Daymet (Thornton et al., 2018).  

 

'Yield performance' attribute specifies the average yield for 

corn from 1980 to 2018 under 1, 176 corn counties in 39 Corn 

Belt states. 'Soil' attribute specifies the nitrogen, pH, and 

coarse fragments measured at depths 0-5, 5-10, 10-15, 15-30, 

30-45, 45-60, 60-80, 80-100, and 100-120cm. The soil data 

were obtained from Gridded Soil Survey Geographic 

Database for United States (gSSURGO, 2019). 

 

5. Methodology 
 

Our model for predicting crop yield is a BP network. In the 

first step, we took sample weather and soil samples from 39 

Corn Belt states and took the average of the samples from 1, 

176 corn counties to create representative samples. 

Meanwhile, the corn yield over the past five decades has 

shown an increasing trend, as illustrated in Figure 2. 

 

 
Figure 2: The average corn yield from 1980 to 2020 

 

Table 1: 1980 to 2018 corn data 

Year CEF NN pH RF SR W1 W2 NM1 NM2 Yield 

1980 8.3 1461.9 60.8 2.5 321.3 193.4 223.9 3809.6 1728.2 32.5 

1981 8.3 1461.9 60.8 3.4 319.4 218.9 227.5 3809.6 1728.2 36.0 

1982 8.3 1461.9 60.8 3.5 317.2 196.2 182.6 3809.6 1728.2 37.0 

1983 8.3 1461.9 60.8 2.6 318.9 204.5 233.1 3809.6 1728.2 23.0 

1984 8.3 1461.9 60.8 3.2 316.3 163.2 190.1 3809.6 1728.2 28.5 

. 

. 
. . . . . . . . . . 

2014 8.3 1461.9 60.8 3.0 322.9 120.8 215.1 3809.6 1728.2 50.7 

2015 8.3 1461.9 60.8 3.5 315.9 188.1 109.5 3809.6 1728.2 52.1 

2016 8.3 1461.9 60.8 2.2 316.1 237.0 185.7 3809.6 1728.2 56.8 

2017 8.3 1461.9 60.8 2.3 318.9 161.2 171.7 3809.6 1728.2 55.9 

2018 8.3 1461.9 60.8 2.9 317.3 203.9 185.0 3809.6 1728.2 60.7 

 

6. Data Processing Result 
 

We implemented our BP network in the most efficient way 

possible to predict corn yields. For 38 consecutive years, we 

predicted corn yields. In the validation year, we used data 

from 1980 to 2018. Above is a table that shows that corn 

bushels per acre are different for different soil pH, different 

soil coarse fragments, different nitrogen, different solar 

radiation, and different precipitation.  

 

As a result of the huge amount of agricultural data, the data 

are presented into our BP neural network, where several 

predictions are carried out, the difference between prediction 

yield and actual yield is observed, and the accuracy of the 

neural network model is evaluated. The prediction results and 

actual results are shown in Table 2 and Figure3.  

 

Table 2: Corn yield prediction performance of the BP model from 1980 to 2018 

Indicator MAE MSE MAPE OA 

Train 0.066 0.007 42.32 
88.89% 

Test 0.053 0.003 25.04 

 

Paper ID: SR22308181101 DOI: 10.21275/SR22308181101 460 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2020): 7.803 

Volume 11 Issue 3, March 2022 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 

Figure 3: 1980 to 2018 train data and test data of BP neural network 

 

From Table 2 and Figure 3, it is evident that the prediction 

accuracy of our BP neural network model is high when it 

comes to agricultural data. As a result of the prediction of BP 

neural networks, advanced processing of the data can be 

performed, and the growth trend of the crops can be predicted, 

thereby preventing problems from occurring in the 

production process of the crops. Additionally, measures are 

taken to improve the efficiency of agricultural production and 

the yield of crops during the growing process.  

 

The weather is one of the most important factors in crop yield 

prediction, but it is unknown a priori. Therefore, weather 

prediction is an integral part of crop yield prediction. We 

examined the impact of weather prediction on the 

performance of our BP neural network model as shown in 

Figure 4.  

 

7. Conclusion 
 

Our paper presented a new BP neural network approach for 

predicting crop yields that correctly predicted corn across the 

entire Corn Belt in the United States based on environmental 

data and soil data such as soil coarse fragments, rainfall, 

nitrogen, soil pH, nitrogen mean 0-5cm, nitrogen mean 

5-15cm, sun radiation, yield performance, and 

meteorological factors. We then directly import the data into 

our BP neural network for further processing. BP performs 

significantly better than other methods like RNNs. 

Furthermore, by comparing the prediction results with the 

actual data, it was found that the overall accuracy (OA) of the 

model designed in this article was within 89%, which 

indicates a high level of predictability in agricultural data, 

which also has a positive impact on production efficiency. 

Moreover, our methodology offered the results that allowed 

us to explain yield prediction and neural networks rather than 

just predict them. 

 

 

Paper ID: SR22308181101 DOI: 10.21275/SR22308181101 461 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2020): 7.803 

Volume 11 Issue 3, March 2022 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 
Figure 4: Possible influences on yield: (a) variation of yield in the presence of a coarse fragment, (b) change of yield at total 

mean of nitrogen, (c) change of yield at a certain pH, (d) variation of yield in the face of precipitation, and (e) variation of yield 

in the presence of sun radiation. 
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