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Abstract: Traffic prediction is vital in smart city traffic management and control system because of the ever-changing nature of the 

Traffic. Route planning and smart city traffic congestion reduction benefit from long-term traffic predictions. This challenge is difficult 

to solve in long-term traffic forecasting because of the complex and dynamic spatio-temporal interactions between various components 

of the road network. Traffic forecasting in smart cities is necessary for traffic management and public safety since it is impacted by a 

range of factors such inter-regional travel, activities such as social events, tolls, and VIP gatherings and weather. This novel model 

proposes a Spatio-Temporal Residual Neural Network model with External Fusion for Traffic Prediction System to forecast inflow and 

outflow, to handle temporal and spatial dependency, and to model the temporal properties and proposed a Graph Encoder and Decoder 

and Attention layer is introduced between the encoder and decoder. To decrease error propagation, transformation attention layer is 

inserted between the encoder and decoder. Traffic Monitoring system is modelled with SARIMA model to monitor and handle the 

seasonality in data. The Traffic congestion control and management is developed using Angular Fire and Firebase Database in which 

Location, Intensity of Traffic, Traffic Type is inputted and alerted to the drivers which will help them plan the route in advance and aid 

them prevent last minute hassle and the events is classified occurring before the accident and predict the traffic event and intensity by 

which will cause the traffic and prevents traffic jam. Users may extend their assistance by providing any updates they get in their 

surroundings, which will aid peer travelers in accommodating traffic and predicting if severe traffic jams will occur in the near future 

based on traffic incidents.  
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1. Introduction 
 

1.1 Overview & Problem Statement 
 

In an intelligent transportation system, traffic prediction is 

critical. Accurate traffic predictions may help with route 

design, vehicle dispatching, and traffic congestion reduction. 

The smart city is rapidly altering the modern metropolis. The 

rate of urbanization, as well as the fast expansion of the 

urban population, puts a strain on city traffic management. 

The city's population and the number of automobiles on the 

road are both fast growing. As the urban population and 

hence the number of automobiles has expanded, controlling 

streets, highways, and roads in densely populated 

metropolitan areas has become a critical challenge. The 

fundamental reason of today's traffic congestion is the traffic 

control measures used. Traffic management solutions now 

pay little attention to real-world circumstances that affect 

traffic dynamics, resulting in inefficient traffic management. 

This work, which aims to avoid excessive traffic jams, was 

built using deep learning [1, 2]. The growing number of cars 

using road junctions has resulted in issues such as traffic 

congestion, conflicts, and bottlenecks. The only way to 

overcome these issues presently is to provide effective 

traffic management at crossings. The management and 

mitigation of traffic congestion is another major difficulty 

for urban planners. Due to this increase in traffic, long 

queues of vehicles form at junctions, leading commuters to 

miss valuable time, especially during rush hours and peak 

times.  

 

The objective of this work is to develop a traffic monitoring 

system which predicts the Traffic in road networks by 

considering Geographical structure of road, Impact of traffic 

dynamics and social factor influence. Also to develop a 

system that also handles the problem, by forecasting Traffic 

congestion and aids in vehicle re-routing and advanced 

planning in road networks.  

 

Motivation  
The Intelligent Transportation System (ITS), which is a 

crucial component of a smart city, includes traffic 

prediction. Many real-world applications need accurate 

traffic predictions. Given the rise in vehicle line lengths 

waiting to be processed at intersections, increased traffic 

flow, and increased traffic congestion in metropolitan areas, 

traffic congestion must be monitored and managed. Traffic 

spatiotemporal sequence data is influenced by weather, 

social events, and road networks. The current system does 

not mine the spatial-temporal externally defined patterns, 

this work focuses on Considering geographical road 

structure and social factors impacting the traffic dynamics to 

be able to forecast traffic and plan the route accordingly. 

This work focuses on considering geographical road 

structure and social factors impacting the traffic dynamics to 

be able to forecast traffic and plan the route accordingly.  

 

Challenges  
 

The following elements have an impact on traffic prediction:  

1) Spatial Temporal Traffic Data: Data on spatial and 

temporal traffic is subject to continual changes in both 

place and time and is subject to intricate and dynamic 

spatiotemporal relationships.  

2) External influences: The traffic spatiotemporal sequence 

data are affected by external variables such as weather, 

events, and route characteristics.  

3) The dynamic and complicated traffic situation in big 

cities 

4) Unexpected traffic incidents (VIP Tolls, Road Blocks)  
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Scope  
The work's goal is to create a prediction module that can be 

used to efficiently regulate and manage traffic in a specific 

zone depending on the dynamics. Early detection of traffic 

jams is possible using traffic prediction, allowing traffic 

authorities to take proactive actions to relieve road 

congestion. Traffic prediction, on the other hand, is a key 

step in providing commuters with realistic travel time 

predictions. Through a geo social network, deliver real-time 

traffic reports on traffic congestion and odd traffic events. 

Citizens will benefit from early-warning messaging and 

travel planning, especially during busy hours.  

 

Objective  
To design a Traffic Prediction system which will consider 

Geographical and social attributes involved in Traffic 

dynamics and sub structure of Road networks. To create a 

method for predicting traffic flow that simultaneously 

accounts for spatial and temporal interdependence in urban 

road networks. To predict Traffic congestion and manage 

Traffic flow in particular region and aid in advanced route 

planning.  

 

Application  
Traffic flow forecasting can assist the city in reducing 

congestion. Car-sharing firms may employ demand 

forecasting to pre-allocate vehicles to high-demand regions. 

Aid in advanced route planning and vehicle rerouting to 

decrease commuting routes, traffic forecasts to spot 

bottlenecks early, and better-informed judgments to handle 

these problems. It will assist drivers in making more 

informed travel decisions, reducing traffic congestion, 

lowering CO2 emissions, and increasing transportation 

efficiency.  

 

Time series analysis  

A time series is a group of data points that emerge 

throughout time in a certain sequence. One of the two main 

activities of supply chain management is demanding 

management (DM) and the other is central planning. An 

essential component of DM is the assessment of future 

demand.  

 

Components of Time Series Analysis:  

 

Trend: With no defined intervals, a trend is a continuous 

chronology of irregularities in a particular data collection. 

Negative, positive, or zero trends are all possible.  

 

Seasonality: Seasonality is defined as movement in a data 

collection on a continuous timeline at regular or fixed 

periods [3]. Serrations or bell-shaped curves will be present.  

 

Cyclical: There are no set intervals or motions, and the 

nature of these movements is unknown.  

 

Irregularities: Unexpected situations/events/scenarios and 

explosions in a brief period are examples of irregularities.  

 

The goal of forecasting approaches is to uncover patterns in 

historical data that assist explain demand (trend up or down, 

seasonal (cyclical), leaps, and autocorrelations), and then 

utilize these patterns to estimate future demand under the 

assumption that the past is predictive of the future. Time 

series decomposition is the process of dissecting a sequence 

into its level, pattern, periodicity, and noise components. 

Decomposition is a valuable conceptual paradigm for better 

comprehending time-series data in general, as well as the 

challenges that can occur when planning and forecasting 

time-series data [4]. In time series analysis, stationarity is a 

key property. If a time series' statistical properties do not 

change over time, it is said to be stationary. i. e., the 

covariance does not remain constant over time, but the mean 

and variance do. Data with a high trend or seasonality is 

referred to as "non-stationary data. [5]" Seasonality refers to 

swings that occur on a regular basis. A time series is said to 

have a seasonal pattern when seasonal factors like the season 

or day of the week have an influence on it. Seasonality has a 

known and observable regularity. A trend is defined as a 

long-term increase or decrease in statistics. It doesn't have to 

be in a straight line. The changes in the upward and 

downward direction are called as Trend. A trend is said to be 

"changing direction" when it shifts from an upward to a 

downward trend.  

 

Augmented dickey fuller test (ADF)  

The ADF Test (Augmented Dickey-Fuller Test) is a 

statistical method for determining the stationary state of a 

time series. It's one of the most used statistical tests for 

assessing whether or not a series is stationary. The Dickey-

Fuller Test has been upgraded and is now known as the 

Augmented Dickey-Fuller Test. It assesses the relationship 

between the expected Y value and time-lag factors, as well 

as lagged differencing terms, as shown below. Seasonality or 

a propensity may typically be eliminated by differentiating. 

Apply the Dickey-Fuller test to check if a regression model 

exists. Because p>0, the process is not stationary in this 

example. If p=0, the null hypothesis is rejected, but if p > 0, 

the alternative hypothesis is accepted.  

 

Encoder – decoder architecture 

An encoder and a decoder are two of the model's two sub-

models.  

 Encoding: The encoder is in responsible of encoding the 

whole series into a corrected context vector after 

processing each of the input time steps.  

 Decoding: The decoder is in responsible of taking from 

the context vector while the output time stages are 

iterated through.  

 

Recurrent neural networks are organized for sequence-to-

sequence prediction issues using the encoder-decoder 

paradigm [6]. A network that encodes, extracts, or gets 

information from input data is known as an encoder. The 

input sequence is scanned, and the data is condensed into 

internal state vectors, also referred to as context vectors. 

Typically, the model just maintains track of the internal 

states and disregards the encoder's outputs. This context 

vector aims to contain all the information for all input items 

to help the decoder make accurate predictions. The hidden 

and cell states of the network are sent into the decoder as 

input. A decoder decodes and interprets the context vector 

supplied from the encoder. The context vector is received by 

the first cell of the decoder network from the encoder's final 

cell. The decoder builds the output sequence from these 

beginning states, and it also uses these outputs to anticipate 

Paper ID: SR221018164349 DOI: 10.21275/SR221018164349 1128 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 11 Issue 10, October 2022 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

the future. At a specific time, step t, each LSTM unit in this 

stack forecasts an output. Every recurrent unit gets a hidden 

state from the preceding unit and generates an output in 

addition to its own hidden state for network propagation. A 

potential difficulty with this encoder-decoder method is that 

a neural network has to be able to fit all relevant data from a 

given phrase into a corrected vector. The neural network 

may have trouble processing large phrases, especially ones 

that are lengthier than those from the training corpus.  

 

Attention mechanism 

One of the network's primary flaws is its inability to extract 

significant contextual links from seq2seq models, which 

reduces the model's performance and, eventually, accuracy. 

Attention is a step forward from the previous network of 

sequence-to-sequence models that solve this issue. It can 

deduce meaning from sequences. It functions by providing 

the decoder with a learning mechanism that helps it 

determine which encoding network to concentrate on when 

anticipating outputs at each time step in the output sequence. 

This context is sent from the encoder to the decoder in a 

more weighted or indicated manner. This is accomplished by 

keeping the intermediate outputs from each step of the input 

sequence of the encoder LSTM network, which correlate to 

a particular degree of relevance, while concurrently training 

the model to learn and pay selective attention to these 

intermediate components, and then linking them to elements 

in the output sequence.  

 

Resnet Unit 

In a CNN, the mistake rate rises. In this architecture, the 

vanishing/exploding gradient issue is resolved using the 

residual network. A method known as skip connections is 

applied in this network. The skip connection links straight to 

the output after skipping a few training stages. Instead of 

letting the layers learn the underlying mapping, instead let 

the network fit the residual mapping. Instead of using H (x) 

as the initial mapping, use F (x): = H (x) – x, which provides 

H (x): = F (x) + x. As a consequence, problems brought on 

by vanishing/exploding gradients can be avoided while 

training very deep neural networks. The term "artificial 

neural network" (ANN) refers to a particular type of ANN 

called the residual neural network (ResNet) (ANN). Another 

use is the Control Neural Network. It's an open-gated or 

gateless version of the Highway Net, the world's first 

operational very deep feed forward neural network with 

hundreds of layers, far more than previous neural networks.  

 

Traffic prediction 
Traffic prediction is the technique of forecasting real-time 

traffic information using historical traffic data, including 

such traffic flow, average speed, and incidents, as well as 

floating automobile data. People lose significant time, 

money, and patience due to traffic congestion every day. 

Governments are impacted by high traffic since they are 

required to manage traffic flow for the delivery of goods, the 

reduction of pollutants in certain areas, and the safety of 

people on the road. People at all layers of society are 

impacted by congestion, which is a global problem. The 

most common causes of traffic congestion are well known to 

every driver who has experienced a delay in traffic on their 

route. Traffic problems, such as accidents and construction, 

regularly result in unforeseen delays. Bad weather also 

contributes to low traffic flow rates, and inefficient traffic 

signal timing reduces capacity on smaller inner roads. There 

are too many cars for the world's limited road network, 

though, and this is what is causing the greatest increase in 

traffic congestion. Governments may also gain from 

extremely accurate traffic statistics by encouraging the 

creation of intelligent and environmentally friendly 

transportation solutions to reduce overall levels of 

congestion. Possible data sources include automotive 

partners, smart phone partners, well-known ride-hailing and 

navigation applications, smart phone partners, fleet tracking 

systems, and GPS probes from connected GPS systems and 

smart phone apps.  

 

Advantages of traffic prediction  

Individual travelers, City Corporations, and government 

agencies all require current traffic flow information that is 

accurate and timely. Traffic prediction will aid drivers in 

making travel choice and plan routes in advance, lessen 

traffic congestion, cut down on carbon emissions, and 

increase the effectiveness of traffic operations in Urban 

areas where Traffic volume is enormous. It is considered as 

being a crucial element for the effective deployment of ITS 

components such advanced traveler data systems, advanced 

traffic control systems, advanced systems for public transit, 

and advanced systems for commercial vehicle operations. 

Traffic flow prediction makes use of inductance loops, radar 

systems, cameras, mobile Satellite Tracking Systems, crowd 

funding, social networks, and other sensor sources in 

addition to previous and real-time traffic data [7]. The 

amount of traffic data has increased as a result of the 

extensive use of both conventional and newer traffic sensor 

technologies.  

 

Firebase and angular fire 

The official Firebase Angular binding is called Angular Fire. 

Google Firebase Database and Angular Fire were used to 

create the database for the traffic streams. A cloud database 

that saves data in JSON format is called the Firebase 

Realtime Database. Every client connected to the server 

receives real-time data synchronization. Clients hold a 

common Real-time Database server and get real-time data 

updates while creating cross-platform apps using the iOS 

and JavaScript SDKs. A NoSQL database called the 

Firebase Realtime Database holds and instantly syncs data 

among all of our users. It's a sizable JSON object that 

programmers may interact with in real time. The Firebase 

database includes the app with both the information's 

existing value and any changes to it over a single API. Real-

time synchronization allows our customers to access the data 

from any platform, including the web and mobile. The 

Realtime database enables our users to cooperate with one 

another. We may create our app without using any servers 

thanks to the inclusion of mobile and web SDKs. The Real-

time Database SDKs employ the device's local cache to give 

and maintain updates when our users go offline. When the 

device is linked to the internet, the local information is 

automatically synced.  

 

2. Literature Survey 
 

Luiz Fernando et al. [8] suggested a traffic light system's 

operational state was reported to central management, and a 
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control system was built for unusual circumstances such 

road closures brought on by accidents or public events. This 

technology may be used in many works to develop 

algorithms that reduce the time it takes for traffic lights to 

turn on and off or to synchronize subsequent pieces of data 

in real-time. However, this system lacks an algorithm for 

altering the phase of traffic lights as well as sensor-based 

vehicle flow monitoring.  

 

Dominil Cvetek, et al. [9] proposed the ARIMA model for 

predicting traffic using historical time series. The data-

driven approach can be beneficial to inform drivers about 

better route selection and provides a guide for corporate 

strategy traffic planning, but the model can only predict a 

single point on the road map, making it unsuitable for 

uncertain circumstances and missing the peak as well as 

rapid fluctuations.  

 

Chuanpan Zheng et al. [10] integrated discrete regional 

disturbances brought on by a variety of area functions with 

spatio-temporal propagating effects (STD). A two-phase, 

end-to-end deep learning architecture called DeepSTD uses 

STD to predict citywide traffic flow. The restrictions are It is 

impossible to forecast how traffic would behave during 

unusual and important incidents like serious accidents 

during rush hour.  

 

Zhiyuan Wang et al. [11] developed the updated SqueezeNet 

model in conjunction with the MOG2 (Mixture of 

Gaussians) noise removal approach. (H-SqueezeNet). This is 

suitable for real-time systems. Therefore, care should be 

used while choosing the vehicle classification. Since this 

method works so well, it may be used to systems for smart 

cities and intelligent traffic monitoring, for example. We do 

not anticipate doing a traffic density survey or identifying 

license plates. The mechanism for smart cities is still not 

fully functional.  

 

Zhigaung Cao, et al. [12] proposed a Multiagent Pheromone-

based traffic control system. Combine vehicle rerouting with 

signalized intersections management to relieve traffic 

congestion. To reduce traffic congestion, two pheromone-

based methods for dynamically managing traffic lights were 

created. It is not anticipated to analyze the performance on 

some other complicated road networks with different car 

densities.  

 

Haifeng Zeng, et al. [13] introduced a deep learning model 

that employs bidirectional LSTM module and hybrid and 

multilayer architecture to extract daily / monthly periodic 

information. A potential substitute for conventional CNN-

LSTM broadband applications for traffic flow prediction in 

complicated systems is a family of attn graph neural 

networks. The use of conventional hybrid networks to 

predict traffic in extensive road networks is not explored.  

 

Yadong Yu, et al. [14] presented a low rank compelling 

aspect decomposition model that forecasts traffic flow using 

a phase transition matrix. This illustrates the relationship 

between temporally neighboring traffic flow segments with 

low rank regularization. This model is not as reliable as the 

other deep learning techniques and also organizes traffic 

data for various road sections in a vectorized way without 

utilizing the deeper relationships between the sections.  

 

Zhishuai Li et al. [15] introduced a multi stream feature 

fusion method that creates graphs that used an information 

neighboring matrix instead of a way away matrix to extract 

and combine rich attributes from traffic data. The technique 

has the drawback of requiring additional training parameters 

for the fine-tuning procedures in the neighboring matrix. As 

additional monitor stations are added to the road sensor 

network, the network will clog up and training effectiveness 

will drop.  

 

Xiaoming Shi et al. [16] proposed a unique Attn periodic 

Spatiotemporal CNN Model, an end-to-end represents the 

expected system that incorporates spatial, short term and 

long-term periodical relationships [28]. The first method 

represents both spatial and monthly dependency via an 

encoder attention mechanism. The model requires more data 

to operate properly since it contains more parameters than 

earlier baselines, which might be a disadvantage.  

 

Yuanli Gu et al. [17] suggested a deep learning-based 

Bayesian combination model. The IBCM framework was 

created to deal with the problem of multiplication mistakes. 

To determine how recent traffic flow corresponds to present 

traffic flow, correlation analysis is utilized. Weather, traffic 

accidents, speed, and occupancy are just a few more 

examples of the various forms of data that are not taken into 

account.  

 

Zhengang Guo et al. [18] developed the CPS model to 

represent the current status and dynamic behavior of road 

segments and vehicles by merging short-term traffic 

forecasting with real-time routing optimization [19]. To 

extract previous knowledge from the acquired data, an 

online learning data-driven model incorporating model 

learning and parameter learning is built based on the online 

traffic data collected from road segments and real-time 

vehicular data obtained from automobiles. For short-term 

traffic forecasting and in-the-moment routing optimization, 

other models and techniques are not taken into account or 

investigated.  

 

Zhongda Tian et al. [20] proposed a novel short-term time 

series forecasting approach based on observable mode 

decomposition and combination model fusion. In addition to 

looking into the amplitude-frequency characteristics of 

short-term traffic flow series and using empirical 

decomposition to break down traffic flow into several 

components with different frequencies. An enhanced fruit 

fly optimization method is put forth to optimize the weight 

coefficient of the combination model. Prediction We'll also 

look into other circumstances, such passenger flow and 

traffic forecasting in workplaces.  

 

Yang Liu et al. [21] introduced DNN and examined the 

passenger flow from scopes at both the macroscopic and 

microscopic levels in order to tackle the complex bus 

passenger flow prediction problem. The shortcomings and 

distinguishing qualities of decision-tree based models are 

then examined. The results of the research can be used to 

improve the architecture of the deep learning network. 
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employing a decision-tree-based method to model and 

predict passenger flow. Data from public transportation does 

not forecast the traveler behavior patterns.  

 

Dongfang Ma et al. [22] proposed a new deep learning-

based approach for daily road traffic forecasting that takes 

contextual factors and traffic flow patterns into 

consideration. The traffic flow recorded by certain 

surrounding detectors is associated with each other, 

therefore the suggested approach cannot be extended to 

anticipate traffic flow for multiple detectors and further 

parameters were not added. Contextual elements such as 

hourly weather and change were not adequately worked 

during the day.  

 

Jinlei Zhang et al. [23] suggested a deep learning 

architecture made up of the residual network size, graph 

convolutional network, and long-short term memory. While 

network topology data is retrieved using GCN, temporal 

correlations are extracted using the attention LSTM. 

Network topology data is extracted using GCN, while 

temporal correlation data is extracted using attention LSTM. 

GCN is utilized to extract network topology data, attention 

LSTM is used to extract temporal correlations, and ResNet 

is used to capture deep abstract spatial correlations between 

subway stations. Because the suggested model is a "black 

box, " where data are provided to produce accurate 

predictions without revealing the applied technique, model 

interpretability is low. Xianwei Meng, et al. [24] proposed a 

long short-term memory with total variation warping (D-

LSTM) model that includes a Dynamic Time Warping 

Algorithm that really can fine tune the time feature, altering 

the current data distribution to be close to the prior data. 

Even without particular holiday treatment, the refined data 

can still significantly improve. Meanwhile, because the data 

under different feature distributions has varying effects on 

the prediction outcomes, the model includes an attention 

mechanism. The disadvantage is that the DTW Algorithm is 

inefficient. The model's prediction effect isn't very strong.  

 

Kan Guo et al. [25] proposed in their dynamic graph 

convolutional approach for traffic forecasting. A latent 

network is used to extract spatial-temporal information for 

dynamically creating dynamic road network graph matrices. 

The recommended method is put to the test using three sets 

of actual traffic statistics. According to the experimental 

results, the recommended method works better than cutting-

edge traffic forecasting technologies. A quick and effective 

way to dynamically abstract Laplace matrices is essential for 

road network forecasting on a wide scale.  

 

Shuoi Xu et al. [26] created Venue2Vec, a brand-new 

embedding model for pinpoint user position prediction. It 

automatically combines sequential connections, semantic 

information, and temporal-spatial context. Similar locations, 

those adjacent physically or those are often visited by 

individuals, will all be grouped closer together inside the 

embedding area [27]. The influence of a set of friends or 

community on location prediction is not taken into account.  

 

Cheng Te Li, et al. [28], who also connected crowd 

simulation with social network analysis, demonstrated that it 

is possible to tackle challenges from several sides. This 

discovery resembles the growth of a real civilization or 

community in certain ways. The creation of more precise or 

effective social network construction and link detection 

technology is hampered by ineffective management.  

 

Binbing Liao et al. [29] established a method for enhancing 

traffic prediction. Include in the mix offline geographical 

and social elements, information about road intersections, 

and online crowd searches. By including three categories of 

implicit yet crucial factors kept in auxiliary data. Testing 

using both qualitative and quantitative methods on a real-

world dataset has demonstrated the framework's 

applicability. Real-time traffic forecasting is not taken into 

account and the limitations are exact. Bruna et al. [30] were 

the first to build a spectral network that computed the eigen 

factorization of the network Laplacian matrix to execute 

convolution operations on graph data in the spectral domain 

B.  

 

Yu et al. [31] characterized it as a generic graph, where the 

monitoring stations in a traffic network represent the graph's 

nodes instead of considering the traffic network as a grid, 

this is a logical and natural approach to construct the road 

network, with the connections between stations serving as a 

representation of the edges and the distances between 

stations being used to create the adjacency matrix. The 

computational complexity was then decreased by employing 

two graph convolution approximation methodologies based 

on spectral techniques to extract patterns and features in the 

spatial domain.  

 

X. Geng et al., [32] s use of graphs allowed them to show 

various connections between locations, including those 

based on neighborhood, functional similarity, and 

transportation connection. After that, three sets from GCN 

based on ChebNet were utilized to model regional 

correlations, and further combining temporal data led to the 

development of a traffic demand estimate.  

 

Y. Li et al. [33] characterized the traffic network as just a 

directed graph, capturing the dynamism of the traffic flow 

based on the diffusion. The spatial connection is then 

modelled using a diffusion convolution process, which has a 

more natural interpretation and works well for representing 

spatial and temporal relationships. Particularly, diffusion 

convolution reflects the bidirectional diffusion, enabling the 

model to take into consideration both downstream and 

upstream traffic.  

 

S. Fang et al [34] used dilated causal convolution as the 

temporal convolution layer of their models. Convolutions, 

unlike recurrent models, construct representations for fixed-

size contexts; however, the network's effective context size 

may be readily increased by stacking numerous layers on top 

of each other. This allows the maximum length of 

dependencies to be modeled to be carefully controlled. 

Because the convolutional network does not rely on the 

previous time step's processing, each element in the 

sequence may be parallelized, making greater use of GPU 

power and making optimization easier. RNNs, on the other 

hand, keep the complete hidden state of the past, forbidding 

concurrent calculations in a series.  
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Tampubolon et al. [35] demonstrated hyper parameter tuning 

techniques to optimize the networks and yield better results 

to the generalization and over-fitting problem. Stochastic 

Gradient Descent was utilized to determine the gradient and 

update the weights using a back propagation approach 

(SGD). A dropout layer was added and batch normalization 

was done to ensure that the input distribution is standardized 

before passing the activations to the nonlinear layers.  

 

Y. Liang et al. [36] suggested RNN-based methods for 

traffic prediction. RNN and its variants, LSTM or GRU, are 

multi-layer perception for analyzing sequential data. The 

non-linear temporal dependence of traffic data has been 

modeled using RNN-based methods for traffic prediction. 

Since these models depend on data order to manage data in 

order, one drawback is that when modeling lengthy 

sequences, their ability to recall what they have learned in 

previous time steps may suffer. A unique network structure 

called an encoder-decoder has been used in RNN-based 

sequencing learning for the prediction of traffic. The 

fundamental idea is to decode the original sequence into a 

fixed-length vector and then build the forecast from it. The 

length of the decoder is one potential flaw in the encoder-

decoder system. The other works help in processing the data 

sets various learning models and providing the security 

using block chain [37].  

 

Summary 

Therefore, the literature review discusses different methods, 

methodologies, and disadvantages of different methods of 

Traffic Monitoring and prediction models. Current ARIMA 

forecasting methods cannot handle seasonality well, so we 

choose SARIMA Model for Traffic forecasting because it 

can handle (Annual, Weekly and daily seasonality) and 

capture the trend in the data effectively. CNN can handle 

spatial structure information well. The spatial relationships 

between any two places in the city must be captured. The 

more layers there are, the more difficult it is to train them, 

and residual learning can successfully handle this problem, 

whereas the current approach ignores weather and social 

gathering occasions. By incorporating the Attention layer 

into the encoder-decoder structure, creating a fusion model 

with Resnet would effectively forecast traffic under any 

given scenario and overcome the disadvantage of the 

encoder-decoder model.  

3. System Design and Architecture 
 

Individual travelers, businesses, and government 

organizations all need accurate and fast traffic flow 

information right now [38]. It has the potential to help 

drivers make better travel decisions, reduce traffic 

congestion, reduce carbon emissions, and improve traffic 

operations efficiency. The purpose of traffic flow prediction 

is to provide such traffic flow information. Traffic flow 

prediction has grown in popularity as a result of the rapid 

development and implementation of intelligent 

transportation systems (ITSs). It is acknowledged as an 

essential component for the successful deployment of ITS 

subsystems such as advanced traveler information systems, 

advanced traffic management systems, advanced public 

transportation systems, and commercial vehicle operations. 

In traffic flow prediction, historical and real-time traffic data 

from various sensor sources, including as inductive loops, 

radars, cameras, mobile Global Positioning Systems, crowd 

sourcing, social media, and so on, is commonly employed. 

As a result of comprehensive traditional traffic sensors with 

new developing traffic sensor technologies, traffic data is 

exploding, and we have reached the era of Big Data 

transportation. In transportation monitoring and 

administration, data is becoming increasingly vital. 

Weekends, weekdays, and varied traffic dynamics in 

different regions of the city all have an impact on traffic. On 

weekends, there is a large increase of people near malls and 

parks compared to weekdays, while traffic near schools 

follows a pattern on weekdays based on school and college 

schedules. Understanding and factoring in peak hours, 

weather, and holidays are critical in forecasting and 

managing traffic effectively. As a result, we present a model 

that externally integrates the Holiday and weather factors 

with the Resnet Unit and an Attention-based Encoder-

Decoder model to overcome the disadvantage of Encoder-

Decoder Architecture by successfully reducing information 

loss for traffic prediction. The SARIMA model has been 

proposed for traffic monitoring, and a web app built with 

Firebase and Angular Fire has been presented for a Traffic 

Management system that uses GPS to inform users to traffic 

incidents such as road blocks, VIP tolls, and accidents. The 

architecture is shown in Fig 1.  

 

 
Figure 1: Block diagram of the proposed work 

The System architecture composes of three modules 
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1) Traffic monitoring system – SARIMA which observes 

the Daily Trend, Weekly Annual Seasonality in the 

Traffic.  

2) Traffic flow prediction system — based on two 

algorithms, predicts the predicted traffic flow in a region.  

a) Attention based Encoder-Decoder for Spatio-

Temporal Traffic Prediction 

b) Deep Residual Network Spatio – Temporal with 

External Fusion 

3) Traffic congestion control system-Web app based on 

Firebase and Angular fire Alert system for drivers to 

notify them of Road Block, VIP tolls and Accidents.  

 

Traffic Monitoring System:  

 

Drawbacks of existing model 

1) ARIMA Model is generally designed for small datasets, 

and are not suitable to deal with complex and dynamic 

time series data.  

2) The ARIMA model struggled to deal with seasonality.  

3) Neural networks weren't adequate to the task of dealing 

with a large number of category variables and structural 

data; they were too expensive, time-consuming, and 

difficult to large volume of Traffic Data  

 

Proposed model 

SARIMA Model is proposed to model the Daily Trend, 

Weekly and Annual Seasonality (Peak hours and Weekdays) 

to monitor the Traffic Trend in a region 

 

SARIMAX algorithm:  

(Seasonal Auto Regressive Integrated Moving Average)  

SARIMAX is more specialized than ARIMA in dealing with 

seasonal peaks in demand, such as those associated with 

holidays or festivals. In time series modeling we encounter 

cases where there is an external factor which can influence 

the outcome for a particular time period. These extraneous 

variables or regressors might be regarded as such. SARIMA 

uses a set of annual parameters (P, D, Q) m to describe the 

seasonal elements of the model. The number of data (rows) 

in each seasonal cycle is m, and the moving average, 

differencing, and seasonal coefficient of determination are P, 

D, and Q, respectively.  

 
 Eqn 1-Sarimax Algorithm 

 

 

 

 

 

 
P: Seasonal auto regressive order 

D: Seasonal difference order 

Q: Seasonal moving average order 

m: A single seasonal period's number of time steps.  

Represented as (p, d, q) × (P, D, Q) m.  

 

Traffic Prediction System:  

 

Drawbacks of existing model 

1) RNN-when modelling lengthy sequences, their capacity 

to retain knowledge acquired prior to several time steps 

may deteriorate.  

2) Encoder-decoder structure – When the input is too long, 

some data will be lost since the length of semantics 

vectors between encrypting and decrypting is always 

fixed, regardless of length of the incoming and outgoing 

sequences.  

3) CNN-Effectively handles spatial dependence. More 

layers, higher error values 

4) The current model does not take the weather or holidays 

into consideration when predicting traffic.  

 

Proposed model:  

 

External fusion of a deep residual network for spatio-

temporal traffic prediction 

1) Convolution-based residual networks may explain nearby 

and distant spatial relationships between any two sites in 

a city while ensuring that the deep structure of the neural 

network does not undermine the model's prediction 

accuracy.  

2) Temporal proximity, period, and trend are the three 

categories that may be used to categories the temporal 

aspects of population movements. Three separate 

residual networks are used by ST-ResNet to mimic these 

properties.  

3) Aggregates the output of the three networks dynamically, 

weighting various branches and areas differently.  

4) Fusion with external variables is the aggregation 

(Weather and Social Holidays).  

 

Attention based encoder decoder for traffic prediction  
To change past traffic characteristics into future 

representations, a transform attention method is used. This 

attention mechanism reduces the problem of mistake 

propagation by modelling direct linkages between past and 

future time steps. The decoder foretells the output sequence 

after the encoder has coded the input traffic information. A 

transform attention layer is utilized between the encoder and 

the decoder to transform the encoded traffic characteristics 

into serial representation of future timeframes as the 

decoder's input. A stack of Attention bricks is used to 

construct both the encoder and the decoder. A space-time 

focus mechanism for modelling non-linear temporal 

correlations, a spatial attention method for modelling 

dynamic spatial correlations, and proposed spatial and 

temporal attention approaches are all included in each 

Attention block.  

 

Spatial Attention:  

Other roads have varying degrees of effect on a route's 

traffic situation. This kind of effect is very fluid and shifts 

throughout time. To imitate these traits, we develop a spatial 

attention approach that adapts to the correlations between 

sensors in the road network. Various weights are 

dynamically allocated to different vertices at different time 

steps (e. g., sensors).  

 

Temporal Attention:  

The present traffic condition at a point is linked to previous 

data, and the correlations change non-linearly with time. To 

mimic this, a temporal attention strategy was utilized to 
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adaptively replicate the non-linear relationships between 

different time steps. Both the traffic circumstances and the 

related time context have an impact on the temporal 

correlation. Congestion that occurs during morning rush 

hour can cause traffic to be disrupted for several hours. To 

quantify the importance across distinct time steps, we take 

into account both traffic characteristics and time. We 

employ a multi-head approach to compute the attention 

score by concatenating the hidden layer with the 

spatiotemporal embedding.  

 

Dependencies in traffic prediction:  

The model is designed to incorporate the following 

parameters in the network to 

1) Integrate the Socio-Geographical parameters in the 

network 

● Social Attribute (Holiday)  

● Geographical Attribute (Weather)  

● Local road network 

 

2) Spatial Dependency: (Between Regions)  

The traffic in one location is impacted by the traffic in the 

other. The inflow of region 2 is influenced by the outflow of 

neighboring regions (1), as well as other locations. The 

outflow from region 2 would have an influence on inflows 

from other locations (e. g., region 3). Region r2's input 

would have an effect on its own outflow.  

 

Temporal Dependency:  
The movement of people in an area is influenced by recent 

time intervals, both local and remote. For example, traffic at 

8 a. m. will affect traffic at 9 a. m., Morning rush hours, 

Weather-related Traffic Influence (Winter and summers).  

 

Traffic Management System:  

 

Drawbacks of existing model 

The existing system predicts the shortest route from Source 

to Destination and Highlight the Traffic in map.  

 

Proposed model 

The proposed model helps people to know the traffic details 

from the current location to the desired destination address. 

Alerts the occurrence of traffic incidents like accidents, 

traffic issues, cop traps, VIP Tolls and Road blocks in way 

to destination. Tell the user few minutes before he leaves, 

that the usual route he takes will lead him to jam and help 

him to choose a better route. This web app has been built by 

the Angular Fire and Firebase to Add Alert and show Alert 

to the user. There are two Entities in the System 

1) Admin (City Traffic Corporation)  

2) Citizens 

 

Functionalities provided by the System 

1) Add Alert 

2) View Alert 

3) View Alerts in a Particular Region 

 

Updates or breaking news on any issue that may cause a 

delay in reaching your destination [39]. It might be with the 

aid of traffic coordinating authorities who use the handling 

website to publish live alerts regarding traffic jams, road 

blockages, diversions, VIP transport, rallies, construction 

alerts, and so on, which are displayed on the app displays of 

those who are using the app. Users may expand their 

assistance by sharing any updates they get in their 

immediate region, which helps to cover a greater area. To 

avoid bogus news and updates, these are first examined by 

the relevant authorities via the admin panel, and then 

published on the app after proper verification.  

 

Challenges in long term traffic prediction 

Long-term traffic forecasting is difficult due to the 

complexity of transportation infrastructure and the dynamic 

nature of numerous influencing factors.  

 Sensitivity to error propagation -In the long-term traffic 

prediction, small errors in each time step in the time 

series will increase when predictions are made further 

into the future [40]. This is quite challenging to handle 

Complex spatio-temporal correlations.  

 Spatial correlations that change throughout time. In a 

road network, the dynamics of traffic conditions among 

sensors alter dramatically over time (before and during 

peak hours, during weekdays and weekends, Holidays 

and weather).  

 Temporal correlations that aren't linear. Because of 

unanticipated incidents and accidents, the traffic state 

near a sensor may shift abruptly, altering the relationship 

between the different time steps.  

 To address the difficulties stated above, a Transform 

Attention layer is added between the encoder and the 

decoder, which converts the encoded past traffic 

characteristics into future representations before passing 

them to the Decoder.  

 

4. Implementation 
 

Traffic Monitoring System 

The time series for this study of road traffic statistics were 

taken from data. gov. uk. The data was collected during a 

15-minute period from 2010 to 2014 (1826 days). We have 

96 observations per 24 hours. As a result, there are a total of 

1826*96 = 175296 observations.  

 

Hypothesis Testing 

 

Traffic Flow Trend 

Claim: The population of the area is expected to increase 

over time. As a result, the traffic flow is anticipated to rise 

over time in fig2. .  
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Figure 2: Average Vehicle Flow for each year 

 

Conclusion 

No trend exists. Alternative hypothesis holds true.  

 

 

Daily Seasonality 

 

Claim: The flow of traffic on the roads will vary depending 

on the time of day (rush hours vs off hours). As a result, 

daily seasonality is to be expected in fig3.  

 
Figure 3: Average Vehicle Flow for each Time Period of the day 

 

Conclusion 

 Because identical patterns in traffic frequency may be 

detected over specific time intervals, it can be assumed 

that the data has daily seasonality.  

 On weekdays, the morning and evening peak hours are at 

11: 45 a. m. and 16: 15 p. m., respectively.  

 The Null Hypothesis is correct.  

 

 

Weekly Seasonality 

 

Claim: The volume of traffic will be higher on weekdays 

than on weekends. As a result, seasonality on a weekly basis 

is to be expected in fig 4.  

Paper ID: SR221018164349 DOI: 10.21275/SR221018164349 1135 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 11 Issue 10, October 2022 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 
Figure 4: Average Vehicle Flow for each day of the Week 

 

Conclusion 

 Similar trends in traffic frequency may be detected for 

each week on a monthly scale, indicating that the data 

has a weekly seasonality.  

 On weekdays, traffic is heavier, with Friday being the 

busiest; yet, the Null Hypothesis holds true on weekends, 

when traffic is lighter.  

Annual Seasonality 

Claim: Due to changes in weather conditions, the flow of 

traffic on the roads will vary throughout the year. As a 

result, yearly seasonality is to be expected in fig 5.  

 
Figure 5: Average Vehicle Flow for each Month 

 

Conclusion 

• The data has annual seasonality, since comparable trends 

in traffic frequency may be seen for each month on a 

yearly basis.  

• Until August, the average traffic flow increases, then 

drops until December-January.  

• The Null Hypothesis is true.  

 

Algorithm:  

Input: Date, Time period, Average Time taken, Average 

Speed, Road Length, Flow of vehicle 

Output: Short term Prediction of Traffic in a particular 

region 

Date: The timestamp for a given day.  

STEP 1. Hypothesis Testing for Trend and Seasonality 

Component.  

STEP 2: Testing the Null Hypothesis on Seasonality on a 

Daily, Weekly, and Annual Scale.  

STEP 3: Verify Stationarity of Time Series Using the 

Dickey Fuller Test 

STEP 4: Plot ACF, PACF (Auto correlation and Partial Auto 

correlation) plots of the remaining time series after 

decomposition.  

STEP 5: Using the SARIMA Model to handle data 

seasonality.  

Traffic Prediction System 

Deep Residual Network for Spatio-Temporal Traffic 

Prediction with External Fusion 

 

Data Preprocessing 

The original data set has divided the whole of Beijing into a 

32 × 32. The small area has also been counted for the 
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incoming and outflow of each small area every half an hour 

(a time slice), which has been expressed as [2, 32, 32].  

 

The model uses the first 3 time slices of the current moment 

to simulate the proximity (Closeness), and uses a time slice 

of the same moment of the day before the current moment to 

simulate the periodicity (Period). A time slice at the same 

time of the week to simulate the trend (Trend), that is, 

len_closeness=3, len_period=1, len_trend=1 in the code as 

three hyper parameters in fig 6.  

 
Figure 6: Time Series Period 

 

For each time slice:  

time_feature-There are 8 dimensions, and the first seven 

dimensions are in the form of one-hot, and finally it is 

thought to indicate whether the day is a working day.  

holiday_feature-There is a dimension, 0 indicating that the 

day of the time slice is a working day, and 1 indicates a 

holiday.  

meteorol_feature-There are 19 dimensions; the first 17 are 

also one-hot, denoting a particular sort of weather, and the 

final two, representing the wind speed and temperature, 

respectively.  

These three vectors are then stitched together to form a 28-

dimensional vector. The network is receiving this data form 

 

Inflow/Outflow Formulation 
Let P be vehicle trajectories at the time interval (t). Grid (i * 

j), the inflow and outflow of the crowds at the time interval t 

are defined respectively as in Eq.2.  

 

 
Equation 2: Inflow/Outflow mathematical formulation in 

geo spatial co ordinate 

 

G-Grid (i, j)  

t-Time interval 

Tr: g1 → g2 → ··· → g |Tr| is a trajectory 

gk is the geospatial coordinate  

I-inflow  

O-outflow 

 

Traffic prediction is the process of predicting the inflow and 

outflow flow at a future point time in a certain location using 

previous data. There are two types of Traffic flow 

1) Inflow 

2) Outflow 

 

Model Design 

Convolution-based residual networks are used to model 

nearby and distant spatial dependencies between any two 

regions in a city while ensuring that the model's prediction 

accuracy is not harmed by the deep structure of the neural 

network, and to classify the temporal properties of crowd 

flows into three categories: temporal closeness, period, and 

trend. ST-ResNet mimics these traits by dynamically 

aggregating three residual networks with varied weights 

allocated to distinct branches and regions. Fusion with 

external elements is the aggregation method (Weather and 

Social Holidays). With three networks, the model captures 

the Trend, Closeness, and Period attributes individually, 

before fusing them with External Time, Meteorological, and 

Holiday variables. To fit periodicity, proximity, and trend, 

the model employs three CNN models. CNN employs a total 

of 12 residual units. Each residual unit has two ReLu and 

Conv modules that are cascaded. The problem of 

disappearing gradients has been handled. The three attributes 

are linked by weights, and different weights are employed in 

different areas and components due to the sensitivity of each 

region to various causes. Other features are connected by a 

fully connected network. Finally, their output is combined 

with the output of three CNN fusions, and are added and 

mapped to-1 through the tanh function as in Eq.3 and 4.  

 

 

Eqn 3 – ResNet Model Equation 

 

c, p, t denotes Closeness, Period, Trend 

 

  
Eqn.4-ResNet Model Final Equation 
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By translating inflow and outflow throughout a city at every 

time period, we first generate an e matrix. Next, split the 

time line into three sections: recent history, recent past, and 

distant past. To describe the three previously stated temporal 

features of proximity, period, and trend, the interval matrices 

for each chosen period are then divided into first three 

factors independently. A convolutional neural network's 

initial three elements and the Residual Unit sequence that 

follows them all have the same network structure. The 

spatial relationship between local and far-off places is 

captured by this structure. In the external component, we 

physically extract different characteristics from other 

datasets, such meteorological occurrences and conditions, 

and input them into a two perfectly neural network. Using 

variable matrices that apply varying weights to the outcomes 

of various components in various places, the outputs of first 

three elements are fused as XRes. The output of Ext, an 

external component, is also integrated with XRes. The 

proposed work architecture in Fig 7.  

 

 

 
Figure 7: Architecture Diagram of the Proposed Work 

 

Proposed Algorithm:  

 

Spatio-Temporal Model with External Fusion Traffic 

Prediction Algorithm 

 

Input: Time Series Historical Data of Traffic {T0… Tn-1} 

Factors for External Fusion: {F0, · · ·, Fn-1};  

Closeness, period, trend length of Sequences: lc, lp, lq;  

 

Output: Trained and Learned Model for Traffic Prediction 

1) Range of time interval t (1 ≤ t ≤ n-1)  

2) Seqc = [Tt-lc, Tt-(lc-1), · · ·, Tt-1]  

Seqp = [Tt-lp·p, Tt-(lp-1) ·p, · · ·, Tt-p]  

Seqq = [Tt-lq·q, Tt-(lq-1) ·q, · · ·, Tt-q] 

3) Fusion based on Parameter to assign weights to result of 

different components in (2)  

4) Fusion based on External Features – Fuse the model with 

External Feature vector Et at t 

5) Training instance is created 

 

Graph Encoder Decoder with Attention Layer 
To transform past traffic characteristics into future 

representations, a Transform attention method is used. This 

attention mechanism reduces the problem of mistake 

propagation by modelling direct linkages between past and 

future time steps. The decoder foretells the output sequence 

once the encoder had digested the incoming traffic 

information. A transform attention layer is used between the 

encoder and the decoder to transform the encoded traffic 

conditions into sequence representations of upcoming time 

steps like that of the decoder's input. A stack of Attention 

bricks is used to construct the both encoder and the decoder. 

A spatial attention process for modelling fluid spatial 

relationship, a temporal focus mechanism at model non-

linear uses the results, and proposed spatial and temporal 

attention techniques are all included in each Attention block.  

 

Definition 

It is an undirected graph. Real-time traffic information and 

the road network are shown. The number of features 

connected to traffic is indicated by the letter C. (such as 

traffic volume and traffic speed). Based on P prior time step 

data, the aim is set. Get the traffic scenario for the next Q 

stages.  

 

Architecture 

Attention blocks with residual connections make up the 

encoder and decoder. A spatial attention mechanism, a 

temporal attention mechanism, and a gate fusion mechanism 

make up each space-time attention block. The intermediary 
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Attention transfers the encoder's output properties to the 

decoder.  

 

Spatiotemporal Embedded Module (STE)  

According to the traffic to the road, the road structure 

information is embedded in the D-dimensional vector using 

the embedding method of the graph. The node2vec to obtain 

the representation results. This, however, is a static depiction 

that does not reflect the dynamic connection of the road 

network's midway. The time step information is then added, 

resulting in each time interval having its own space 

embedded. To get the time step, a single-heat approach is 

used to encode it, and then a two-layer fully connected 

network is used to embed it into the D-dimensional. Then 

sum the two to get the Vi node and tj moment's spatial 

embedding result. The output of each point will be equal to 

the product of the information and attention coefficient of 

each node in the previous layer. Time correlation is affected 

by traffic conditions and corresponding time background.  

 

To adaptively replicate the nonlinear interaction between 

multiple time steps, the following temporal attention 

technique is proposed. Attention is utilized to limit the error 

propagation impact between anticipated time steps and thus 

it provides the future representations for further 

implementations of output sequence. It decodes encoded 

traffic characteristics into produced future representations as 

decoder input, modelling the direct relationship between 

each upcoming time step and each historical time step. 

SoftMax is used to calculate the attention coefficient, and 

the attention coefficient is combined with historical time 

data. The model uses historical observation data to generate 

the whole connection layer, which is subsequently encoded 

using the attention conversion module. After that, go 

through the decoder. Finally, the final output is generated 

using the entire connection. The mean square error, 

sometimes known as "loss, " is defined as follows:  

 

Graph Encoder Decoder with Attention LayerAlgorithm 

Input: X = (X t1, X t2, X tj)-N vertices j-Historical steps 

Traffic condition 

Graph G = (V, E, A), N = |V| vertices, A – adjacency matrix 

Output: Y = (Xˆt P+1, Xˆt P+2, Xˆt P+i) for next i steps 

1) Historical observation is transformed before encoder  

2) Encoder-encodes the traffic feature 

3) Transformation attention to generate future sequence 

Seq (L)-> Seq (L+1)  

4) Decodes the Traffic feature and produces Y for next i 

steps 

 

 

Traffic Management and Control System 

Web App built using Angular JS, Angular Fire and Firebase 

to create a personalized Traffic Feed which alerts the user 

about traffic events on his/her route from Source to 

Destination.  

1) User enters the Location 

2) Classify the Traffic according to Traffic Type (Rally, 

VIP Convoy, Diversion, Road Block, Work in progress 

and Accident)  

3) Classify the Intensity of the Traffic (Low, Medium and 

High)  

4) Publish the Alert to the peers and Peer user will be 

notified of the event 

 

Input: Location of the Traffic, Intensity of Traffic, Type of 

Traffic (VIP Convoy, Diversion)  

Output: Alert the User about Traffic 

Live Alerts about the 

Traffic jams, Road blocks, Diversions, VIP convey, Rallies, 

Construction alerts  

 

1) Dynamically combining the three networks to assign 

different weights to the three CNN networks, this 

method can model the importance of different regions 

affected by different factors.  

2) Further combined with other external factors, the real-

time flow of people is predicted, such as rain/snow, 

whether major events occur and holidays have a great 

impact on the flow of people. After integration, it can 

effectively predict the flow of major events in the 

future.  

 

5. Results and Discussion 
Traffic Monitoring System 

 

ACF and PACF Analysis 

To determine the order of AR (Autoregressive) and/ or MA 

(Moving Average) term is shown in Tab I and fig 8 & fig 9 

Parameters that are required for the ARIMA model:  

'p' or the number of Auto-Regressive terms: These are the 

lags of forecasted variable 

'q' or the number of Moving-Average terms: These are the 

lagging forecasted error 

'd' or number of differences: This is the number of non-

seasonal differences 

 

Table I: ACF and PACF Parameters 
MODEL ACF PACF 

AR Tails off gradually Significant till 'n' lags 

MA Significant till 'n' lags Tails off gradually 

ARIMA Tails off gradually Tails off gradually 
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Figure 8: ACF Plot 

 

 
Figure 9: PACF Plot 

 

Inference 

 From the given PACF plot, value of 'p' is 2.  

 From the given ACF plot, value of 'q' is 10.  

 

Stationarity of Time Series 

To ascertain the stationarity of a particular time series, the 

Augmented Dickey-Fuller normality test is applied. The 

study's concept is as follows. The time series is non-

stationary, according to the null of the Dickey-Fuller test 

(presence of unit root). The data series is stationary, 

according to the Dickey-Fuller test's Alternate Hypothesis 

(absence of unit root).  

 

Results of the Augmented Dickey-Fuller Test:  

 

Table II: ADF Test Result 
Statistics Value 

Test Statistic - 26.380273 

P-value 0.000000 

Lags Used 37.000000 

Number of Observations Used 8602.000000 

Critical Value / Significance Level (1%) - 3.431110 

Critical Value / Significance Level (5%) - 2.861876 

Critical Value / Significance Level (10%) - 2.566949 

 

Inference 

 A significance criterion of less than 1% is indicated by a 

p-value of 0. With a 95% confidence level, this proves 

that the null hypothesis is untrue. As a result, time series 

become immobile.  

 The Test Statistic is significantly smaller than the Critical 

Values. As a result, the null hypothesis is rejected, and 

the stationary nature of the time series is proven.  

 There are no de-trending operations or differencing 

necessary since the time series is stable.  

 

Traffic Prediction 

These Plots Fig 10 and 11. Depicts the Epoch vs Accuracy 

and epochs vs Loss in terms of Root Mean Square Error 

(RMSE).  
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Figure 10: Epoch vs Accuracy Plot 

 

 
Figure 11: Epoch vs Loss Plot 

 

Comparative Analysis  

 
Figure 12: Comparative Analysis of model 
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Table III: Comparative Analysis of Model 
MODEL LOSS (RMSE) 

HA [32] 57.69 

ARIMA [32] 22.78 

SARIMA [32] 26.88 

VAR [32] 22.88 

ST-ANN [32] 19.57 

PROPOSED MODEL 18.18 

  

In terms of Root Mean Square Error (RMSE), the suggested 

model outperformed the baseline models (ANN, ARIMA, 

SARIMA and HA). The proposed model is contrasted with 

the following six baselines: The Auto-Regressive Integrated 

Moving Average is a well-known methodology for 

evaluating and forecasting future values in a time series 

(ARIMA). It is determined by using the average value of 

past inflow and outflow throughout the relevant periods. A 

more sophisticated geographical model that can capture 

bilateral correlations among all flows is seasonal ARIMA, 

Vector Auto-Regressive (VAR), however because of the 

enormous number of parameters, it has high processing costs 

[43]. ST – ANN extracts spatial (nearby 8 regions' values) 

and temporal (eight previous time intervals) features, which 

are then fed into an artificial neural network is shown in 

Table III. The comparative analysis is shown in above fig 

12.  

 

 

 

 

 

 

Model Training parameters 

 

Flow 
Traffic flow is defined as the volume of vehicles passing 

through a specific area of a road in a predetermined amount 

of time.  

 

Speed 
A vehicle's actual speed is calculated using the distance it 

covers in one unit of time. Each automobile on the road will 

often go at a different pace than others around it owing to 

factors such geographic location, traffic patterns, driving 

time, surrounds, and the car's personal circumstances.  

 

Demand 
The amount of start/pick-up or end/drop-off requests is 

utilized as a measure of the demand in an area at a particular 

moment. Predict the number of cab requests for a region 

inside a future time step.  

 

Travel Time 

Time to travel between two routes (source to destination) 

including the waiting time in intersection.  

 

Occupancy 
Road utilization is gauged by how much space vehicles take 

up on the road [42]. The model training graphs for data 

training in fig 13, Training epochs in fig 14, the snippet for 

the traffic event classification in fig 15 and finally the fig 16. 

Shows the training and validation accuracy.  

 

 
Figure 13: Sample Model Training of Data 
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Figure 14: Training Model Output Screenshot 

 

 
Figure 15: Traffic Event Classification 
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Figure 16: Accuracy vs Epoch Plot 

 

6. Conclusion & Future Work 
 

There are three modules that have been implemented as part 

of the Work namely, Traffic monitoring system, Traffic 

Prediction system and Traffic congestion control and 

management system. The Traffic monitoring system module 

is implemented with SARIMA Algorithm. The Trend and 

Seasonality in the Time series (Weekly, Daily, Annual) is 

analyzed and features Average Speed, Length of Road and 

Average time taken is visualized for every 15 minutes’ 

interval. The second module Traffic prediction system, two 

algorithms has been proposed namely Graph Encoder 

Decoder with Attention Layer and Temporal – Spatio Resnet 

model with External Fusion. In the Graph Encoder Decoder 

model the Road structure is visualized as Graph as Nodes 

and distance is being given as input in form of Adjacency 

matrix for Historical Data. Temporal-Spatio Resnet model, 

Historical Observation, Weather Features, Time feature and 

social attributes like Holiday is fused externally with Resnet 

model. Parameter-based Fusion to assign weights of 

different components of Temporal Dependency (Period, 

Trend and Closeness) separately. The Third module Traffic 

management system is built using Angular Js, Firebase and 

Angular Fire and developed as web – application. The 

location of traffic, Intensity of traffic and Type of traffic is 
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being inputted from the user end / City corporation and 

notified to the respective person in the Region and can 

reroute their plan accordingly and for Prevention of Traffic 

jam Traffic events has been classified that occur before the 

Traffic jam and predict the intensity of Traffic Jam is 

predicted given the event type of Traffic. These three 

modules can be incorporated by the city corporation or as 

part of Smart city Development to manage and control the 

traffic in metropolitan cities. This system can be developed 

into an android application and the alerts can be created by 

the concerned authorities so that Drivers can reach the 

destination hassle free without being interrupted by sudden 

Traffic events.  
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