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Abstract: With the digitalization of financial processes and the rapid growth of the fintech industry, there are large volumes of data, 

sensitive personal information and monetary exchanges in billions, resulting in a rapid growth of cases of financial fraud. The 

involvement of machine learning in analyzing customer data, extraction of information and the detection of patterns leads to more 

efficient and accurate predictions and results, allowing businesses and analysts to make decisions and take security measures 

accordingly. This research study focuses on using the Random Forest Machine Learning algorithm to detect and predict fraudulent 

transactions using a real-world dataset. The paper discusses stepwise approaches to process the data, train the model and then use the 

model to make predictions. The accuracy of prediction was found to be 99.94% with this algorithm; key aspects about the accuracy and 

run time of the algorithm have also been highlighted. This paper reinforces how implementing machine learning models in real-world 

transactional platforms would act as a safety net for consumers and businesses to prevent cyber security breaches.  
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1. Introduction 
 

Machine learning (ML) is a powerful tool within the 

artificial intelligence umbrella that has transformed the 

competence of modern computing systems. With the help of 

a wide set of algorithms, ML provides computers with the 

ability to “perform intelligent predictions” (Nichols, Chan 

and Baker, 2018) using datasets. Its use revolves around 

using training data to build analytical models and enhance 

problem-solving and decision making (Janiesch, Zschech 

and Heinrich, 2021).These models can be used in various 

settings, allowing businesses to assess trends, analyze 

consumer behavior and patterns in operations. It also has 

significant applications in the health, finance and retail 

industries. For instance, models within ML can create 

substantial impact in the finance sector and cybersecurity by 

detecting and predicting fraudulent transactions. This report 

focuses on such occurrences, thereby implementing 

supervised machine learning models, namely the Random 

Forest algorithm, in transactional fraud detection with the 

help of real world data.  

 
Credit card usage has increased rapidly and has resulted in 

the “escalation of fraud” (Sulaiman, Schetinin and Sant, 

2022). E-payments, digital financial platforms and online 

transactions have significant roles to play in the 

contemporary financial ecosystem, making transaction 

processes more efficient. According to an article issued in 

Forbes Advisor, 28% of all transactions in 2021 were made 

using credit cards and there were approximately 485 million 

credit card accounts in total during the same year (Pokora, 

2022). Furthermore, a press release by the World Bank 

states that digital payment methods are used worldwide by 

two-thirds of adults (worldbank.org, 2022). There is no 

doubt that credit cards and digital methods of payment are 

efficient modes of transaction, however, they are linked to 

security problems such as fraud, since sensitive information 

can be stolen by scammers and identity thieves. In 2021, 

there were 1.7 million cases of identity theft and 390 million 

people were impacted by credit card fraud in the United 

States alone (Daly and Caporal, 2022). The benefit of 

machine learning in the prediction and detection of 

fraudulent transactions lies in its capability to be able to 

extract “insights from data in real-time” (Kanade, 2022) and 

allow informed decision making based on patterns. ML is 

growing to be more relevant in today‟s digital age due to the 

massive amounts of data being generated every minute 

(Nichols, Chan and Baker, 2018), (Vadapalli, 2021).  

 
Machine learning has provided computing systems and 

software applications with the ability and accuracy to predict 

outcomes without having been programmed explicitly. With 

the use of algorithms, input data is used to produce fresh 

output values. ML uses advanced problem solving 

techniques with the help of algorithmic models to create 

“predictions, rules, answers, recommendations” (Janiesch, 

Zschech and Heinrich, 2021). Algorithmic structures and 

approaches within machine learning can be classified into 

four pillars: supervised, un-supervised, semi-supervised and 

reinforcement learning (Kanade, 2022).  
 

1.1. Types of Machine Learning 
 

1.1.1. Supervised machine learning: It uses labeled data, 

allowing the training to guide the algorithmic prediction, 

with the parameters having already been mapped. Its most 

significant goal is to map the input and output variables and 

establish patterns with one another. We can broadly 

categorize supervised machine learning into classification 

and regression models (Pant, 2019). While the classification 

problems focus on assigning the output variable to a 

category based on its features, the regression problems tend 

to establish a linear relationship between two variables 

usually for the purpose of the prediction of  

output variables (Kanade, 2022).   
 

1.1.2. Unsupervised machine learning: It focuses on 

making sense of unlabeled datasets. The model uses 
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algorithms to assess the data and predict the output without 

supervision or having been trained. The algorithm organizes 

the data on the basis of the patterns including the similarities 

and differences. This type of machine learning can be 

classified broadly into clustering and association methods. 

While the clustering model relies on understanding the 

similarities or differences to group data into clusters, the 

association model identifies relationships between the 

variables within an extensive dataset (Kanade, 2022).  
 

1.1.3. Semi-supervised machine learning: In these models, 

an amalgamation of the above two types is there - algorithms 

are trained using a combination of labeled and unlabeled 

datasets (Kanade, 2022).  
 

1.1.4. Reinforced learning: It is based on behavior and 

feedback of the algorithm. It is enhanced according to its 

experiences as a result of positive and negative 

reinforcement. A good action is „rewarded‟ with a positive 

signal while a bad action is associated with a negative one. 

The algorithm aims to maximize the positive signals and 

rewards enabling it to make fewer mistakes  (Heidenreich, 

2018).  
 

1.2. The Random Forest Algorithm 
 

In this report, the focus is on supervised machine learning, 

namely, the Random Forest algorithm. This ensemble 

learning technique combines classifiers for solving 

problems. It consists of a series of tree classifiers or decision 

trees; since the outcome depends on the prediction of the 

decision trees, an increase in the number of trees gives more 

precise outcomes (Liu, Whang, Zhang, 2012), (Mbaabu, 

2022). The Random Forest model focuses on improving the 

accuracy of the prediction of a dataset by finding the average 

of the dataset. A training dataset in a decision tree model is 

divided into branches that continue to segregate till the 

algorithm results in a leaf node. The algorithm starts out 

with a root node (see Fig. 1), then branches out according to 

the “best split” (Reis, Baron and Shahaf, 2018), into decision 

nodes that ultimately result in a root node.  

 

In most cases, Random Forest uses the „bagging‟ model 

where multiple data samples are taken into consideration in 

order to result in accurate predictions. Here, a random 

sample is selected from the dataset and each model requires 

independent training. There is variation in the outputs and 

accuracy depending on the number of decision trees. Within 

a decision tree, unlabeled objects are analyzed based on their 

feature values and conditions before they reach a “terminal 

code” (Reis, Baron and Shahaf, 2018). The class with the 

best probability is termed as the predicted class. To put it 

simply, outputs go through a ranking process and the one 

with the highest rank is regarded as final (Mbaabu, 2022). 

Industrial applications of the Random Forest algorithm can 

be seen in the finance, healthcare and e-commerce 

industries. Some significant instances where this model 

would apply include the diagnosis of patients by assessing 

past records, analyzing stock market behavior, 

understanding and predicting consumer behavior and most 

relevant to this report, detecting cases of financial fraud.  
 

This paper focuses on using the Random Forest supervised 

machine learning algorithm to detect and predict fraudulent 

transactions with the help of a real-world dataset. The paper 

discusses the importance of cybersecurity in today‟s data-

driven world, how machine learning can come to aid, the 

approach followed for training the model, the accuracy of 

the model and other aspects that need to be addressed for 

practical applications. Overall, the paper implicates how 

machine learning is transforming the world how we see it.  

 

2. Methodology 
 

The dataset used for the model was retrieved from 

kaggle.com (Kaggle.com. 2022.), a trusted online 

community offering collaboration opportunities and datasets 

on relevant topics. The Google Colab platform was used 

with the Python programming language for executing the 

codes.  

 
2.1 Understanding the dataset 
 

The dataset for “Fraudulent Transactions Prediction” was 

downloaded having 6,362,620 rows and 10 columns. This 

data was chosen considering the relevance of frauds in 

today‟s digital world as discussed earlier in the paper. 

However, only the first 1,048,576 rows were used for 

training the model, the reason being discussed later in the 

paper. The categories featured here include step, type, 

amount, nameOrig, oldbalanceOrg, newbalanceOrg, 

nameDest, oldbalanceDest, newbalanceDest, isFraud, 

isFlaggedFraud. The step column implies units of time, 

where each step represents one hour of time; the type 

category indicates the type of transaction: whether it‟s 

incoming cash, cash leaving an account, transfer, debit or 

payment. The amount category refers to the transactional 

amount while the nameOrig category represents the 

customer whom the transaction originated with. The 

oldbalanceDest and newbalanceDest categories refer to the 

balance before the transaction was made and the updated 

balance after the transaction, respectively. The nameDest 

category refers to the recipient of the transaction. The 

oldbalanceDest and newbalanceDest represent the recipients 

balance before the transaction was made and the recipients 

updated balance post the transaction, respectively. The 

isFraud category tells whether a particular transaction was 

fraudulent or not. The isFlaggedFraud category highlights 

illegal attempts to transfer large sums of money.  
 

The process starts with importing various Python libraries. 

Here is a brief about what these libraries contribute in the 

code. The NumPy library is necessary to work with arrays, 

the pandas library along with seaborn is for data analysis and 

matplotlib for data visualization including plotting graphs. 

LabelEncoder and train_test_split were imported for 

encoding the categorical (non-numerical) values and for 

training the dataset respectively. 
 

The dataset was loaded into the pandas dataframe. Figure 

1.1. shows the first five rows and 10 columns of the dataset 

being used. The df.shape function was used to express the 

dimensions of the data and inform  about the number of 

rows and columns in it.   
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Figure 1.1: Output showing the first five rows of the data set 

 

In order to analyze the dataset further, df.info( ) function (see 

Fig. 1.2) was used to print information about the dataset. 

This information would be imperative to understanding the 

data - number of columns, labels, data type, range index and 

the amount of cells. This also helped in gaining an 

understanding of the non-null count within the dataframe 

and assessing any missing values. If any, the imputation 

method would be helpful, which involves guessing the 

values, or removing the data of missing values altogether. 

Most importantly, this step made it easier to filter the 

categorical features that would be significant to this study. 

The categorical features included: Type, nameOrig and 

nameDest. The next step focused on confirming whether 

there were any missing values, by feeding in the df.isnull( 

).sum( ) function (see Fig. 1.3). No missing values were 

found in our dataframe.  
 

 
Figure 1.2: Output showing information about the datatype of every column in the dataset 

 

 
Figure 1.3: Output showing the sum of missing values in every column. 

 

To visualize the data, the Plots function within pandas was 

used. The sns.set( ) Plot function (see Fig. 1.4) was 

implemented, which is part of the Seaborn toolkit. It was 

established that there are no major inconsistencies in the 

data and all columns are relevant in the dataset. This 

eradicated possibilities of removing any column or deleting 

any feature from the dataset.  
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Figure 1.4: Output showing plot of Type column of the dataset 

 

2.2. Data Processing  
 

Standardization of data is a significant step in this research 

study as it gives us an opportunity to apply transformations 

to the dataset before it is fed into the algorithm. This step 

within the preprocessing workflow brings utility functions 

onboard by scaling the data to a unit variance. The focus 

shifted to adjusting vectors within the dataset and presenting 

it in a manner that would allow it to communicate with 

downstream estimators appropriately. The LabelEncoder( ) 

function (see Fig. 1.5) was implemented in order to 

transform the categorical features into a numerical format to 

optimize it for algorithmic readability and allow it to 

communicate with the model. The type, nameOrig and 

nameDest categories were encoded (see Fig. 1.5). This was 

followed by replacing these encoded columns with the 

categorical columns in the original dataset. As shown in Fig. 

1.6, this step successfully made the dataset free from 

categorical features.  

 

 
Figure 1.5: Encoding the categorical features of the dataset 

 

 
Figure 1.6: Output showing that all columns in the dataset have numerical values 

 

2.3. Training the model 
 

The train_test_split was used for training and testing the 

model. This function enabled the data arrays, represented by 

X (containing all features except isFraud) and Y(containing 

feature isFraud), to be split into two subsets, one for the 

training data and the other for test data. These subsets were 

then split at random, keeping 30% of the data for testing. 
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The SMOTE toolkit helps in balancing the data in case the 

proportion of data for both the categories is imbalanced. 

 
The Random Forest Classifier algorithm (see Fig. 1.8), used 

for training the model, runs multiple trees using subsets from 

the training data at random. These decision trees provide the 

algorithm with votes and it combines them in order to 

calculate an accurate final result. The n_estimators function 

was used in order to specify the number of trees required, 

before the averaging process ensues. 1000 decision trees 

were chosen with the hope that it would lead to a more 

accurate prediction. In order to generate randomness, which 

would then lead to consistency and the reproduction of 

results in the prediction, the random_state parameter was 

used and its value specified as 2, in order to control the sets 

that would generate randomly. The run time for training the 

model was 1 hour 10 mins. The trained model was then used 

to predict Y values of the test dataset. The Y value being 0 

or 1 would indicate whether a transaction is fraudulent or 

not. Metrics from the sklearn estimator were imported in 

order to quantify the functionality of the classification 

process and assess the accuracy of the prediction. The 

accuracy score was found to be 0.9993705753513493, 

which is impressive (see Fig. 1.8). This score is indicative of 

the fact that the model is trained at providing a very accurate 

result. This was possible since the Random Forest approach 

includes multiple estimates involving multiple data subsets. 

 

 
Figure 1.8: Output showing accuracy of the model 

 

3. Discussion 
 

As noticed in this research study, the Random Forest model 

predicts fraudulent transactions with superior accuracy. Not 

only is it flexible, but it also allows analysts to assess the 

importance of variables within the model. Its high level of 

accuracy is a key reason as to why it is such a reliable tool; 

and its consistent use of averaging allows analysts to work 

with large volumes of data. While other models such as the 

Light Gradient Boosting Machine and Neural Networks are 

also popular amongst data scientists (Pykes, 2020), the 

Random Forest method, although time consuming, is one of 

the most versatile tools. It can deal with imbalanced data and 

handle numerical and categorical datasets with minimum 

pre-processing. For the current work, it was observed during 

running the code that the run time was very high. The 

runtime for training the model was 1 hour 10 minutes for 

only 1,048,576 rows of data. Since the random forest 

algorithm uses multiple sub-datasets, the run time is 

expected to be on the higher side. In real-world datasets, 

where systems deal with billions of rows of data, this 

algorithm may not prove to be an efficient way.  In order to 

deal with overfitting and runtime challenges, one can use a 

smaller number of trees or lower the amount of estimators 

involved while analyzing metrics. By observing the top 

predictors and their significance to the model as it begins 

converging, one can make the decision to add more trees. 

While adding more trees would result in a more accurate 

prediction, using tuning parameters for specifying the 

minimum or maximum number of features during the step 

where the splitting of nodes takes place, would help in 

optimisation and prevent overfitting.  

 
Despite various challenges, innovations knock the doors 

every hour and the relevance of machine learning in modern 

day industries is growing more prominent. 67% of 

companies use machine learning (Brown, 2021) including 

globally known companies like PayPal are also relying on 

ML to improve their fraud detection and risk management 

capabilities (Srivastava, 2022), thus growing safer from 

financial loss. Large economies are tackling financial frauds 

by setting up digital agencies that work in sync with 

financial institutions and law enforcement bodies. For 

example, the government of India is planning to establish a 

nodal agency called “Digital Intelligence Unit” (Government 

of India, 2021) in order to tackle digital frauds and 

investigate them.  

 
The role of machine learning can be seen significantly in the 

fintech and cybersecurity sectors. Not only does ML play a 

prominent role in automating tasks, but it identifies and 

tackles attacks related to cyber security. It allows analysts to 

detect as well as classify anomalies and threats by 

identifying patterns (Deshmukh, 2020). It assists in the 

analysis of malware, phishing, making predictions and 

“clustering security events” (Linders, 2021). Predictive 

analysis models have been able to protect personal data and 

billions of critical transactions (Srivastava, 2022). Not only 

has machine learning reduced the number of instances where 

fraudulent transactions have been flagged inaccurately or 

where cases of transactional fraud are overlooked while also 

eliminating risk of human error, but it has also lead to the 

quicker collection of data, efficiency in handling large 

volumes of data and the effortless tackling of breaches in 

security.  
 

4. Conclusion  
 

Our world is in the prime of its digital age, with technology 

and artificial intelligence significantly impacting our day to 

day lives and revolutionizing businesses. The Random 

Forest model is a robust machine learning algorithm that is 

useful for generating solutions to problems related to 

classification. With the help of decision trees, 

randomization, categorical assessments, using multiple 

subsets and a „voting‟ process as well as an in depth 

filtration and analysis of data frames, this model is a reliable 

method to receive accurate predictions. With the help of the 

Random Forest model, this study was able to generate 

accurate predictions as to whether a transaction is fraudulent 

or not. A real-world dataset was used to train the Random 

forest algorithm and predict accurate outcomes. This model 
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is promising and has major scope in various industries, 

especially in solving issues related to cybercrime and 

financial fraud. 
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