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Abstract: Algorithm trading is a hot topic in machine learning. Reinforcement learning is widely used in financial trading because it 

can directly teach behavioural rules using rational rewards. A typical financial trading strategy application is flexible and expresses the 

state of multiple stocks. Limited trading activities for financial products were possible due to the difficulty of designing a flexible action 

space. Due to the inherent transformation of the market base, it is difficult to extract effective characteristics during trading battles from 

price fluctuations in financial markets, including perhaps noise, and models learned from past price data. It does not work well with 

unknown price data. Thus, we achieved effective feature extraction from raw price data by DNN, online reinforcement learning 

adaptation to unknown price factors, and flexible asset management across multiple stocks in this study. The Casual dilated convolution 

layer is a DNN layer architecture that can capture long-term dependencies. The proposed method did not outperform the conventional 

method that applied online deep reinforcement learning to the portfolio management method of financial products, but 1x5 Convolution 

is the optimum filter size for this method's convolution layer. 
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1. Introduction 
 

Automate financial transactions is a hot topic in machine 

learning. It is possible to directly learn behavioural rules by 

using rational rewards in reinforcement learning, which is a 

type of machine learning. Financial price time series data is 

very unstable with lots of noise and jumps. Moving averages 

and statistics are known for reducing data noise and 

instability while summarising financial conditions. Also, 

mathematical finance has extensively studied the search for 

ideal financial indicators for technical analysis [5]. 

Technical analysis has never found any effective and 

generalised indicators. Moving averages, for example, can 

catch the trend but suffer significant losses when the market 

reverses. 

 

2. Problem Formulation 
 

To maximise long-term tribute behaviour and adapt to 

unknown markets, many studies have used online 

reinforcement learning [6] [3] [4]. Finance these methods 

are flexible because they can handle only discrete 

behavioural spaces because action selections increase 

dramatically to enable various buying and selling 

behaviours, learning is not stable. A practical financial 

trading strategy also handles multiple stocks simultaneously. 

Risk management is commonplace by diversifying assets. 

 

So, in this study, we dealt with the difficulty of extracting 

financial characteristics. Deep neural networks (DNNs), 

which incorporate handcrafted feature engineering, have 

recently been used in image and voice recognition tasks. 

Online reinforcement learning is also used to address market 

volatility, trading behaviour restrictions, and risk 

management, which were issues when applied to 

conventional financial transaction strategies. Use 

deterministic policy gradient, a reinforcement learning 

method that handles large action spaces well. 

 

3. Deep Learning 
 

3.1 Convolutional Neural Network 

 

A deep neural network is a multi-layer neural network with 

more intermediate layers. It is true that increasing the 

number of layers in a neural network increases the number 

of nodes, and thus the expressiveness of a nonlinear 

approximater, but backpropagation propagates the output 

error from the output layer to the input layer. Learning is 

difficult when the error gradually vanishes. The vanishing 

gradient problem. There are methods and architectures for 

avoiding the vanishing gradient problem in supervised deep 

neural networks.  

 

3.1.1 Convolution Layer 

The convolution layer extracts features from images by 

applying a ReLU filter. The filter used for this feature 

extraction is called the kernel, and the multiple features that 

are convoluted by the kernel but derived from the 

notification are called feature maps. Figure 1 illustrates the 

convolution operation. 
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Figure 1: Schematic diagram of the convolution operation of convolution 

 

Assuming that the image size is M × N and the kernel size is 

mxn, the convolution corresponding to the kth kernel can be 

expressed by equation (1). 

   
   

      
        

      
   

                                         (1) 

Here, w is the weight by the kernel, that is, the parameter of 

the model. When the convolution is finished, all the 

convolution values are activated by the activation function. 

 

3.1.2 Pooling Layer 

The most commonly used max pooling will be demonstrated 

here. When the activation open number output is disabled. 

Equation (max pooling) (2). 

   
   

                   
   

                        (2) 

 

4. Deep Reinforcement Learning 
 

4.1 Overview 

 

Deep reinforcement learning uses a deep neutral network to 

approximate value and policy functions. In traditional 

reinforcement learning, linear functions were used to 

represent value and policy functions. Because using a 

nonlinear function as a function approximator does not 

guarantee learning convergence. Also, traditional 

reinforcement learning necessitates feature design. But Deep 

Q-Network (DQN), a reinforcement learning method 

proposed by Mmih et al. [11][12] in 2013, is an Atari game. 

Employees with feature design using linear functions 

outperformed the reinforcement learning method of 

employees with feature design using linear functions in the 

task. He also outperformed the human average in over half 

of the Atari tasks. Because the game screen can be directly 

input and the game score is normalised and used as a reward, 

reinforcement learning is versatile enough to work for 

different Atari game tasks with the same design.  

 

DDPG algorithm 

Randomly initialize critic network Q(s|  Q
) and actor Q(s| 

  ). with weights  Q
. and    

Initialize target network  ’and  ’with weights  Q 
’ ←  Q’

, 

  ’
←   . 

Initialize replay buffer   

for episode = 1, M do 

 

Initialize a random process  for action exploration 

Receive initial observation state  1 

for t = 1, T do 

 

Select action  t =  (s|  Q
) +  t according to the current 

policy and exploration noise 

Execute action  tand observe reward  tand observe new state 

St+1 

Store transaction (St,  t,  t, St+1) in   

Sample a random minibatch of transactions (St,  t,  t, St+1) 

from   

                                 
     

  

 

Update critic by minimizing the loss: 

      
 

 
                

   

Update the actor policy using the sampled policy gradient: 

       
 

 
  

 

            

            

      

     

    

 

Update the target networks: 

 

   
             

   
             

 

end 

end 

 

5. Related research 
 

This section summarises deep reinforcement learning for 

financial transaction optimization. 5.1 uses the value 

iterative method. Section 5.2 explains the deep policy 

gradient method, and Section 5.3 summarises the open 

studies. 

 

5.1 Value Iterative Method 
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5.1.1 Method by Welfare-Type Deep Reinforcement 

Learning [14] 

Matsui et al. [14] proposed compound interest reinforcement 

learning, which extended Q-learning to deep reinforcement 

learning by Deep Q-Network. In Chapter 3, the sum of 

discount rewards expressed by the formula (3) was used as 

revenue. 

      
                                  (3) 

 

Depending on the task, the maximum profit is not always the 

sum of discount rewards. The rate of return is important in 

financial transactions. To maximise the compound interest 

effect of the rate of return, deep strengthening learning uses 

the compound interest profit rate as the profit. Using the rate 

of return R, we get the compound interest rate of return. 

      
          (28) 

 

Buy (long position) and sell (short position) Japanese 

government bonds are the investment targets (short 

position). In both cases, all assets are invested. The 

composition is a fully connected neural network with 20 

units in the middle layer and 1 unit in the output layer, with 

3 layers in total. 

 

5.2 Deep Policy Gradient Method 

 

5.2.1 Deep Deterministic Policy Gradient Method [15] 

Zhengyao et al. [15] use the Deep deterministic policy 

gradient [16]. So we proposed an optimal automated 

portfolio management method for multiple cryptocurrency 

stocks. 

 

INN's input data refers to the state in reinforcement learning. 

As shown in Figure 2, the relative price data for Bitcoin for 

each cryptocurrency stock in the portfolio are obtained at 

30-minute intervals. 

 

 

 
Figure 2: How to get price data for stocks using the method 

 

Next, for each of the 11 types of virtual currency stocks p1 

to v11, for example, the closing price in the period of the 

stock is expressed. Based on the latest period at this time, 

the latest 50 period is represented as a two-dimensional table 

as shown in 2. 

 

Table 1:Two-dimensional table of closing prices 
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Table 2: High-priced 2D table 

 
 

Table 3: High-priced 2D table 

 
These three two-dimensional tables are used as one input data. 

 

Figure 3 shows the convolutional neural network used as the 

policy function in the method of [15]. 1x3 convolution for 

the input data after obtaining two feature maps, one-

dimensional convolution is performed in the column 

direction. The softmax function is a 12-dimensional vector 

obtained by convolutioning the 11-dimensional feature map 

with the transaction fee. Enter and output the optimal 

portfolio for the next step relative to the current portfolio as 

a continuous value vector. 

 
Figure 3: Deep Portolio Management DNN Design 

 

5.3 Summary 

 

Table 4 summarises the related studies described in Sections 

5.1 and 5.2. They improved Q-learning to maximise the 

compound interest effect. Because the action space can only 

handle discrete values, the buying and selling options are 

limited. So the operation is separate from trading, allowing 

you to control how much you buy or sell multiple stocks. 

Using the method of Zhengyao et al. [15], multiple stocks 

can be managed simultaneously, and the portfolio can be 

managed with continuous values, allowing for flexible 

buying and selling. 

 

Table 4: Summary of related research 
 Proposal method Advantage question 

Matsui [14] Compound interest 

reinforcement learning using 

Deep Q-network 

 Maximum compound interest effect Reward design 

to become Because you are In line with the 

purpose of investment Designed 

 Handle only one brand 

 Limited action choices. 

 

Zhengyao [15] 

 

Deep Deterministic Portfolio 

management with Policy 

Gradient 

 You can handle multiple brands at the same time. 

 Continuous action selection it can be handled by 

value. 

 There is room for 

improvement in DNN's 

architecture. 
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6. Methodology 
 

In this section, we use the method of [15] to recognise 

multiple input parallel time series data and generate an 

optimal asset distribution portfolio. It is the foundation of 

the proposed network design method. After describing the 

Casual dilated convolution [15]. 

 

6.1Casual Dilated Convolution 

 

Casual dilated convolution is a type of convolutional layer in 

a convolutional neural network proposed by Yu et al. [17] in 

2015. Figure 4 shows the operation of the convolutional 

filter used in a conventional convolutional neural network. 

 

 
Figure 4: Convolution of 12x12 input data with a 3x3 filter 

(dilation = 1) 

 

Figure 4 shows 12x12 data convolved with a 3x3 size filter. 

As shown in Figure 4, a conventional convolution layer 

convolves adjacent values. Dilation-1 convolution is the 

process of convolutioning adjacent values without a gap. 

 

However, Yu et al. proposed convolution with a dilation of 2 

or more and confirmed that the conventional method 

improved image division accuracy. About dilation-2 

convolution. Figure 5 explains this. 

 

 
Figure 5: Convolution of 12x12 input data with a 23x3 filter 

(dilation = 2) 

 

In Figure 5, when dilation = 2, the filter shape is a 

convolution with a gap composed of the values skipped by 

one. Similarly, for dilation = 3, a filter composed of two skip 

values is used. 

 

The term casual dilated convolution dilation refers to two or 

more convolutional genera, and it has recently been applied 

to the method of text content speech synthesis [18]. 

Compared to conventional convolution dilation = 1, the 

visual receptive field is expanded to allow recognition of the 

entire region's background. 

 

6.2 Application of Casual Dilated Convolution 

 

Using the [15] method's casual dilated convolution so I want 

to improve it.As shown in Figure 6, the first layer input data 

is 1x3.The convolution filter convolved it according to the 

brand's price.The method proposed. As shown in Figure 6, a 

convolution filter with dilation = 2 

 

We suggest a DNN design. 

 
Figure 6: DNN design of the proposed method 
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By doing this, the longer-term correlation of the time-series 

price data of financial instruments is recognized. By doing 

so, we aim to improve performance. 

 

7. Evaluation Experiment 
 

7.1 Dataset 

 

Similar to the [17] paper. Bitcoin (BTC) was the basis. 10 

types of virtual currencies (ETH / BTC.LTC / BTC XRP / 

BTC.USD / BTC ETC / BTC, DASH / BTC XMR / BTC 

XEM / BTC FCT / BTC GNT / BT CZEC / BTC) and US 

dollar (USD / BTC) Experimenting a total of 11 types of 

financial products as a portfolio Use the past actual prices of 

11 types of financial products obtained from the API of 

Poloniex of the virtual currency exchange as a data seminar. 

Poloniex, https://poloniex.com/ 

 

7.2 Experimental Method 

 

The portfolio is also reassembled for each step of 30 

minutes, and the training period's data is used to learn 

80,000 steps. The evaluation index is fAPV expressed by the 

following formula. 

                  
                    

                        
 (4) 

 

7.3 Experimental Results 

 

To compare the methods of [17] and [18], the proposed 

method uses the conventional convolution (dilation = 1) and 

the proposed method uses the convolution (dilation = 2) 

However, experiments were conducted in each of the 

following cases shown in Table 5. 

 

Table 5: FAPV values of experimental results of the method 

and proposed method in [17] 

 
 

7.4 Results 

 

Table 5 summarises the experimental results for dilation -1. 

The model convolves with 1x5 Convolution in both the [15] 

and dilation-2 methods. That is why it is critical to select the 

correct filter size for each model. The method of [15] used 

the 1x5 Convolution convolution in the paper of the method 

of [15] 1x3 we got better performance than Convolution 

convolution. No other filter sizes were outperformed by the 

proposed method in comparison to the method in [15]. Thus, 

the conventional convolution of dilation-1 is considered 

suitable for the method of [15]. The proposed method is 

much lower than the method of [15] for filter sizes 1 2.1 3.1 

4. The proposed method outperforms the method [15] by 1 

5.1 61 7.1 8 in the filter size. As a result, using Casual 

dilated convolution for a small size filter in this method will 

significantly degrade performance. This study modified the 

embedded filter and tested it. However, future experiments 

will be needed to determine how changing data size and 

stock combination affects the results. In this study, we used 

two convolution filters with the same filter size and dilation 

value. This one's a bit different. Using the same convolution 

layer for each filter may help recognise time series of 

different short-term and long-term periods and contribute to 

performance. It will also be tested for other financial 

products such as stocks and legal tender in the future. 

 

8. Conclusion 
 

In this paper, we will discuss how to automate financial 

trading strategies to maximise long-term profits. We 

proposed an online deep-strengthening learning method that 

outputs the optimal multi-stock portfolio. The existing 

method's convolutional neural network architecture has been 

improved, enabling long-term background recognition of 

time-series price data and improving performance. So we 

tested the casual dilated convolution, which expands the 

visual receptive field of the convolutional layer. The 

proposed method did not outperform the conventional 

method, but the 1x5 Convolution was the optimum filter size 

for the embedded layer in both methods. The next step is to 

see if the performance can be improved by convolving the 

same convolution layer with multiple filters of varying sizes 

and dilations is done. There is also room to verify 

differences in results due to changes in input data size and 

brand count. 
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