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Abstract: There are various machine learning algorithms being implemented across the agricultural domain as well as other 

computer vision domains for the image classification problems as well as object detection problems. These algorithms work on feature 

extraction from the images. One of the most used algorithms is Convolutional Neural Network (CNN), which helps in feature extraction. 

Another method which is currently ruling the realm of machine learning is transfer learning, where the knowledge gained by machine 

while learning to solve one problem is applied for solving another problem. This paper demonstrates how various CNN architectures 

and transfer learning techniques can be applied for the disease detection in cassava plant. 
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1. Introduction 
 

Manually gathering of the agriculture based data such as 

images of infected crops and healthy crops is a challenge in 

21
st
 century. The reason being it is very time consuming as 

well it is not much cost effective either. An automated 

system for this type of task seems a viable option. It will 

increase the speed of the process as well as make accurate 

predictions. 

 

This system takes into account the features of the leaf like 

color, shape of the leaf, texture etc are used to differentiate 

the infected and healthy plant. The main idea of this 

differentiation is, no two infections leave the same mark on 

the leaf as another. The infection in the cassava plant does 

have other effects as well, but leaves of the plant are the 

most effective way of disease detection. The effect of the 

disease remains for long time on the plant leaf. 

 

Not only cassava, but also most of the crop disease 

detection systems heavily rely on the leaves of respective 

plants for identifying the type of infection, and so far the 

results are also promising. However disease detection using 

this method also has its own challenges. 

 

The very source of producing image data, is the camera. In 

the industry, there are various cameras available ranging 

from 2 mega pixel as the lowest resolution to very high 

resolution cameras, having resolution of more than 256 

mega pixels. Even if we decide on using a single resolution 

for all images, the problems still arise like the color of the 

image, brightness, time when the image was captured, 

background noise and so on. 

 

The images used for the training are collected by Makerere 

University, Africa. Even in this dataset, the images are 

captured from various sources and it still has the problems 

like background noise. 

 

Main objective of the system is to develop a application 

which recognizes the disease and alerts the farmer 

accordingly. As a next step, I have also added the 

functionality to communicate the data regarding 

identification of crop back to the developers, so that we can 

have more and more data to work upon, making the 

application more precise. 

 

2. Literature Review 
 

1) Detection of plant leaf diseases using image 

segmentation and soft computing techniques: 

Agricultural productivity is of the utmost importance in 

countries where it is the primary source of both food and 

the income. That is why; there is a lot of research going on 

applying various computer vision methodologies to achieve 

an accurate prediction result regarding the health of the 

plant. Using automatic detection systems is extremely 

beneficial for the farmers as these systems use detection of 

early symptoms that appear on the plant in form of unusual 

texture on the leafs. This paper used a segmentation 

technique that focuses on classification and automatic 

detection of plant disease [1]. It also emphasizes on various 

disease detection techniques which are proved efficient till 

date. 

 

2) Analysis of previous image classification models: 

There are various models created in the past using the 

convolutional neural networks approach [3]. Some of the 

most successful models are VGG-16, VGG-19, mobilenet 

and inception model. 

 

These models have achieved a very high accuracy in most 

of the computer vision tasks. VGG16 was considered as the 

deepest network, which scored 92.7% accuracy on the 

imagenet dataset, which consisted 14 million images of 

1000 different classes. It replaced large kernel sized filters 

11 from 1
st
 convolutional layer and 5 from second 

convolutional layer with multiple 3*3 filters along with the 

pooling layers. Successor of VGG-16 is VGG-19. VGG-19 

is also trained for classification of 1000 different classes. 

VGG-19 consists of total 19 layers. It has 16 convolutional 

layers with 5 maxpooling layers, 3 fully connected layers, 

also known as dense layers followed by a single 

maxpooling layer. 

 

Another convolutional model is ResNet model abbreviation 

of residual network model. ResNet50, which is one of the 

versions built under ResNet, has achieved more accuracy 

than both VGG-16 and VGG-19. ResNet50 is considered 
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deeper network, and hence it sometimes fluctuates the 

accuracy (accuracy first goes up and then comes down). 

That is why, ResNet is not preferred much. 

 

3) Deep learning for image classification 

Deep learning is another methodology used in machine 

learning in which the neurons are used for learning various 

features of the data. Deep learning based network 

architecture such as CNN, ANN and RNN come handy 

while dealing with image data. CNN (Convolutional neural 

networks). It consists of a input layer, one or more hidden 

layers that perform convolution operation and finally an 

output layer. The input layer converts the image into a 

grayscale, where computer assigns some value to the pixel 

based on the pixel value. The hidden layers each comprises 

of multiple neurons and each have their own activation 

function. This convolutional layer takes in the input image 

and output various features. This process is completed with 

the help of convolutional strides and pooling layers. 

 

3. Proposed Methodology 
 

1) Data Collection 

The data was openly available on kaggle competition’s 

page. The data was kept in directory named 

“training_images” and one CSV file was also provided. 

This file had stored the data in format  

 

Image_id gives us the filename and label gives us the 

predicted disease. One JSON file was also provided the 

mapping between label and the disease name structured as 

follows:  

 
This data is collected by Makerere AI lab. This is a dataset 

of 21,367 labeled images collected during a regular survey 

in Uganda. Most images were crowd sourced from farmers 

taking photos of their gardens, and annotated by experts at 

the National Crops Resources Research Institute (NaCRRI) 

in collaboration with the AI lab at Makerere University, 

Kampala. This is in a format that most realistically 

represents what farmers would need to diagnose in real life. 

 

2) Data Visualization                   

 
Figure 1: CBB 

 
Figure 2: CBSD 

 

 
Figure 3: CGM 

 

 
Figure 4: CMD 

 

 
Figure 5: Healthy 
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Training and validation splitting: 
70% and 30% splitting criteria was used for splitting up 

data. This gave us 70% of data as a training set and 

remaining 30% of the dataset was decided to be used for the 

validation purpose. 

 

Configurations used 

 

Table 1: Various configurations used for model training 

and callbacks 

S.No Parameter Value 

1 learning_rate 1e-04 

2 min_delta (early stopping) 0.001 

3 patience(early stopping) 5 

4 Factor by which learning rate will drop 0.3 

5 Patience(for learning rate scheduling) 5 

6 Optimizer Adam 

7 Loss 
Categorical Cross 

Entropy 

 

Model creation and training: 
Models like VGG-16[4] and VGG-19[4], mobilenet [6] are 

very deep and therefore able to extract more and more 

features from the image. Instead of using their complete 

architecture, only the neck was decided to be used. For 

training parameters from table 1 were used at initial stage 

for every architecture. 

 

Experiment with custom model: 
CNN model was developed for feature extraction and 

disease prediction. It has the architecture is as follows: 

 

 
Figure 6:  Architecture of Custom model 

 

Using this custom model I got the training accuracy of 68% 

with training loss 0.82 and validation accuracy 67% with 

validation loss of 0.88 

 

Experiment with VGG-16 architecture: 
Architecture: 

 
Figure 7: Architecture of VGG 16 

 

This model uses the neck of VGG-16[4] for feature 

extraction and then uses layers like Global average pooling 

followed by a dropout layer followed by a flattening layer 

followed by two fully connected dense layers. 

For this model the adam optimizer with learning rate of 10
-

4  
was used along with learning day decay. To stop the 

overfitting problem early stopping was used. While training 

the learning rate was decreased two times and the training 

stopped after the 11
th

 epoch. 

 

This model was able to get the training accuracy of 93.46% 

along with the validation accuracy of 84.68%. The learning 

loss was 0.1968 and validation loss was 0.5316. 

 

This model was not overfitting but it was not performing 

very well. Therefore I decided to go with deeper 

architecture like VGG-19.  

 

Experiment with VGG-19 architecture: 
 

Architecture 

 
 

This model uses the neck of VGG-19 for feature extraction 

and then uses layers like max pooling layer followed by a 

dropout layer, followed by flattening layer followed by two 

fully connected dense layers having a dropout layer added 

in between them to avoid overfitting.  

 

In this model, Adam optimizer with learning rate of 10
-

03  
was used along with the learning rate decay, an early stop 

mechanism. Despite having a deeper architecture this model 

was performing worse than the VGG-16 model. Accuracy 

of 92.12% percent with validation accuracy of 80.60% was 

obtained. The training loss was 0.2 whereas validation loss 

was 0.67. 

 

Using Transfer learning 
For transfer learning [7] various models were tested such as 

ResNet50, NASNet, EfficientNet models but they also 

scored accuracy near 84%. After a lot of experiments, a 

cassava model trained by google was found to be the most 

efficient one. This model scores training accuracy of 89% 

with 0.2 loss and validation accuracy of 90% with 0.1 

loss.  There were some models that were very huge in size 

but they were not giving as precise results as google’s 

cassava model. 

 

4. Results 
 

Results were calculated two times. First without label 

smoothing and then with label smoothing set to 0.3 The 

obtained results were as follows:  
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Table 2: Comparison of performance using various models 

(without label smoothing) 

S. 

 No 
Architecture 

Training 

accuracy 

Training 

loss 

Validation 

accuracy 

Validation 

loss 

1 Custom model 68 0.82 67 0.88 

2 VGG 16 93 0.13 84 0.53 

3 VGG 19 92 0.2 80 0.67 

3 MobileNet 93 0.96 80 0.98 

5 Transfer learning 93 0.17 89.75 0.30 

 

Table 3: Comparison of performance using various models 

(without label smoothing) 

S. 

No 
Architecture 

Training 

accuracy 

Training 

loss 

Validation 

accuracy 

Validation 

loss 

1 Custom model 78 0.82 75 0.88 

2 VGG 16 93 0.13 84 0.53 

3 VGG 19 92 0.5 84 0.9 

3 MobileNet 95 04 79 0.5 

5 Transfer learning 93 0.17 89.75 0.30 

 

5. Conclusion 
 

Models such as VGG-16, VGG-19, Mobilenet(V1 and V2) 

were tried. All those models reached the training accuracy 

upto 84%. The model was performing better when trained 

with a learning rate scheduler. After introducing the dropout 

layer the model was able to learn without overfitting. 

 

When trained with a transfer learning model with label 

smoothing model performance increased by 3%.  When 

retrained the model with cassava hub layer provided by 

google, the top 89.75% accuracy was achieved. Label 

smoothing had a positive effect in some architectures 

whereas in some architectures it had no effect. 
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