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Abstract: Pattern mining is one of the important jobs in data mining. For discovering all patterns we have to know the mean number 

of occurrence of each item in the data. Here we use the renewal theory for finding the mean occurrence of an item and also predicting 

the number of data in which the event will happen. 
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1. Introduction 
 

Tracking patterns is a fundamental data mining technique. It 

involves identifying and monitoring trends or patterns in 

data to make intelligent inferences about business outcomes. 

Once an organization identifies a trend in sales data for 

example, there is a basis for taking action to capitalize on 

that insight. If it’s determined that a certain product is 

setting more than other for a particular demographic, an 

organization can use this knowledge to create similar 

products or services, or simply better stock the original 

product for this demographic. 

 

Frequent patterns are item sets, subsequences or 

substructures that appear in a data set with frequency no less 

than a user-specified threshold. Moreover it is very 

important in data mining problem. By identifying frequent 

patterns from a business data we can improve the business 

by making more frequent items. For finding frequent 

patterns we have to find the mean number of occurrence of 

each item in the data base. 

 

In this paper an attempt is made to find the mean number of 

occurrence of an item in the data base using renewal 

process. Also by the theory of Renewal process here, 

explains forecasting the number of data which contain the 

event. 

 

In the Renewal theory the renewal period is the time 

between occurrences of successive renewals. Here we 

consider renewal as the occurrence of a data which contain 

the event. Renewal period is the total number of transaction 

data plus one between two consecutive renewals. 

 

2. Related Work 
 

Renewal theorem and its theory can be applied in all fields 

of life. The theory stochastic renewal process and the 

renewal theorem have been fundamental to the development 

of risk – based asset management models [2], in bridge 

management the renewal theory has been applied [5]. 

Although the renewal process has been discussed in many 

mathematical treaties [3, 1] the concepts are not amenable to 

the engineering community. A conceptually simple and 

intuitive interpretation of the renewal process with 

applications are given in [4]. 

 

Model description 

Here we arrange the transaction data is the data base as T1, 

T2, T3 ….. (i.e. number data as 1, 2, 3….). Each data Ti is a 

set of items which is contained in the universal item set ‘I’. 

Consider an item AI. We have to identify those 

transactional data which contain A.  Finding the 

transactional data with A is called an event. 

 

Order of the first event is the number of the first 

transactional data which contain the item and is denoted by 

n1. The order of the i
th

 event is the total number of 

transactional data between (i - 1)
th

  event and i
th 

event 

including the transactional data containing the i
th

 event. It is 

denoted by   ni, i = 1, 2, 3….. 

 

Corresponding to every transactional data we can define a 

random variable. 

Xi, i = 1, 2 …. Such that 

Xi  = 1 if A  Ti 

 = 0 if A  Ti  

The order of the event ‘n’ is sequence of random variable. 

The probability distribution of order of event is given by 

P(n = k) = pk 

 

The number of transactional data contain the n
th

 event is 

Sn = n1 + n2 + ….. + nn 

 

This means that out of Sn data there are only ‘n’ data 

containing the item A. 

 

Let Nm be the total number of transactional data containing 

the arbitrary item ‘A’ among the first ‘m’ transactional data. 

This can be considered as a counting process associated with 

the sequence (Sn) is called the renewal distribution (pk). It 
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there are ‘n’ data contain ‘A’ out of first ‘m’ data then Nm = 

n. 

 

Mean Number of Occurrence of event up to the m
th

 data 

(Renewal Function) 

The Renewal function up to m data is the mean number of 

occurrence of the event up to the m
th 

data. 

M(m)  = E(Nm) 

We have Nm =  X1 + X2 + X3 + …. + Xm 

Where Xi = 1 if A  Xi 

  = 0 if A   Xi 

 Nm =  𝑋𝑖
𝑚
𝑖=1   

Nm is the total number of event occurs up to the m
th

 data. Let 

Nm = n. Then we can write 

𝑁𝑚 =   1  𝑆𝑛  ≤  𝑚 

𝑚

𝑛=1

 _______(1) 

 

Where 1 (Sn  m) = 1 if n satisfy the condition in the 

bracket 

     = 0 otherwise 

 

Now taking expectations on both sides of (1) 

𝐸 𝑁𝑚  =   𝐸(1 𝑆𝑛 𝑆𝑚  )

𝑚

𝑛=1

=  𝐹𝑛 𝑚 _________(2)

𝑚

𝑛=1

 

 

Fn denotes the cumulative distribution function of Sn. By 

using (1) and (2) we can find a recursion equation for the 

expected number of event occur from m data. This we prove 

by a theorem. 

 

3. Theorem 
 

Let M(m)
 
be the expected number of

 
 data containing the 

event up to the first m data. Then we have recursion 

equation 

𝑀 𝑚 =  𝐹 𝑚 +   𝑝𝑘𝐸 𝑁𝑚−𝑘 

𝑚

𝑘=1

 

 

Proof: Let the k
th

 data be the first data which contain the 

item. Then ni = k. Therefore the expected number of 

occurrence of the item in the remaining m – k data are E(Nm 

- k). By conditioning the number of a data on n1 = k. 

 

If the first event occur in  the k
th

 data. Then the remaining (n 

- 1) events must occur in the (m - k) data. 

 n2 + n3 + …. + nn  m – k  

1[(n2 + n3 + …. + nn)  m – k]  = 1  

 

If ‘n’ satisfy the equality in the bracket 

= 0 otherwise  

𝐸  
𝑁𝑚

𝑛1
 = 𝑘 

= 𝐸 1 +   
1 𝑛2 + 𝑛3 +  …+  𝑛𝑝  ≤ 𝑚− 𝑘

𝑛1 = 𝑘
 

𝑚

𝑝=2

  ____(3) 

Where 1  k  m 

From (1) we have 

 1   𝑛2 + 𝑛3 + ⋯+ 𝑛𝑝  ≤ 𝑚 − 𝑘 

𝑚

𝑝=2

=  𝑁𝑚−𝑘  

Here 1   𝑛2 + 𝑛3 + ⋯+ 𝑛𝑝  ≤ 𝑚 − 𝑘  = 1 

if p satisfies the condition in the bracket. 

= 0 otherwise 

 equation (3) become 

E(Nm/n1 = k) = (1 + E(Nm – 1))pk 

By sum over k = 1, 2, …m and using the   law of total   

probability 

𝐸 𝑁𝑚  = 𝑀 𝑚 =  𝐹 𝑚 +  pk  
𝑚
𝑘=1 𝐸(𝑁𝑚−𝑘)  ----(4) 

 

Predicting the Number of Data in which the Event will 

happen. 

In this context we have to determine in which transactional 

data the item occur. From ‘m’ transactional data let the 

number data in which item contain in Nm data. Among m 

data the number of the last data contain the item is SNm
 .
 The 

number of the next data contain the item is SNm+1. The 

number of data after the m data to reach the (Nm + 1)
th

 event 

is = SNm+1
 
- m. 

 

If the m
th

 transactional data contains the item then SNm = m. 

Otherwise the m
th

 data arrive after m- SNm
 
data from a 

transactional data contains the item. 

 

For Convenience take 

j = SNm + 1 – m, i = m – SNm,       Nm = k 

Since Nm = k, we have 

i = m - Sk 

 

This means that from the first m data after the k
th

 event there 

are m – Sk data which do not contain the item. Sk means the 

number of data where the k
th

 event occur. 

i = m – Sk  Sk= m  i 

Sk  k 

 m  i  k 

i.e. i + k  m. 

j = SNm + 1 – m and Nm = k we get Sk + 1 = m + j. 

nk+1 order of the (k + 1)
th

 event. Which is the total number of 

transactional data between the data contain the k
th

 event and 

the data containing the (k + 1)
th

 event including the data 

containing the (k + 1)
th

 event. 

nk + 1 =  Sk + 1 – Sk  = (m + j) – (m + i) = j + i 

 

We can represent the total number of data between the m
th

 

data and the (Nm)
th

 event including the m
th

 data as a random 

variable Z(m). Y(m) is the random variable representing the 

total number of data between the (Nm + 1)
th

 event and the 

m
th

 data including the data which containing the (Nm + 1)
th

 

event. 

 

Then Z(m) = i, N(m) = k, Y(m) = j 

 

The joint distribution of (Z  , Nm, Y) is given by 

Prob (Z = i, Nm = k, Y = j) = Prob (Sk = m – i, nk + 1 = j + i) 

= pi + j Prob(Sk = m - i) 

where i + j  m, j  1. 

 

By the law of total probability 

𝑃𝑟𝑜𝑏  𝑍 =  𝑖,𝑌 =  𝑗 = 𝑝𝑖+𝑗  𝑃𝑟𝑜𝑏(𝑆𝑘 = 𝑚 − 𝑖)

𝑚−𝑖

𝑘=1
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The probability of the occurrence of the event at the 

𝑗𝑡ℎ    transactional data   is denoted  𝑢𝑗 . 

𝑢𝑗      = 𝑃(𝑆𝑘 = 𝑗)
𝑗
𝑘=1  

 

Then the joint distribution of (Z, Y) is given by 

P(Z, Y) = um – i p i+j _______________(5) 

 

By the law of total probability, the marginal distribution of 

the total number of data between the Nm
th

 event and the m
th

 

data (including the m
th

 data) as 

 

𝑃 𝑍 =  𝑖 = 𝑢𝑚−𝑖   𝑝𝑖+𝑗

∞

𝑗=1

=  𝑢𝑚−𝑖(1 − 𝐹(𝑖))______(6) 

With 0  i  m 

 

By the law of total probability the marginal distribution of 

the total number of data between the m
th

 data and (Nm + 1)
th

 

event including the data containing the (Nm +1)
th

 event is 

 

𝑃 𝑌 =  𝑗 =   𝑢𝑘𝑝𝑚+𝑗−𝑘
𝑚
𝑘=0       ,j≥1  -------------(7) 

 

4. Conclusion 
 

Most of the research works are carried out by collecting data 

from various sources. Study about the event occurring in 

data has importance and predicting the occurrence of an 

event has great application in various data .While activity 

recognition has been shown to be valuable for pervasive 

computing application. Less work has focused on techniques 

for forecasting the future occurrence of activities. This can 

be applied in other forecasting situation where event 

prediction is valuable. 

 

By giving some additional property we can use the above 

model in relational data base. Throughout the last decade, a 

lot of people have implemented and compared several 

algorithms to solve the frequent item set mining problem as 

efficiently as possible. But only a very small model yet has 

been found using stochastic models. There is great 

application of stochastic models in data mining. The 

Renewal process is a way to built queuing models in data 

mining. 
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