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Abstract: Toxicity is the way to find out if the drug/medicine is harmful to human body. Currently, the toxicity of the medicine is 

calculated using in-vivo method, where the medicine is tested on the animals and their results are generated. However, this method of 

toxicity testing for all existing compounds biologically may not be viable financially and logistically. We try to solve this problem by 

using machine learning and deep learning techniques. We have used the ensemble learning algorithm voting based classifier [logistic 

regression, decision tree, support vector machines] to predict the toxicity of theTox21 dataset. Where we get the AUC (Area under 

Curve) of NR-AR-LBD: 0.87 SR-mmp: 0.84 NR-Ahr: 0.81 on these assays. 
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1. Introduction 
 

Drugs have go through certain studies to see if the drugs are 

not toxic to the human body. They have to go through the 

necessary clinical trials for their approvals. There is a certain 

degree of risk involved in the clinical trials because the 

drugs are tested on the animals. The results offer little 

guidance to the human body reactions, due to inter-species 

differences and differential disease models [1]. 

 

Therefore, animal experiments cannot simulate the human 

body‟s response to new drugs and offer no risk exemption. 

Also, animals are caused harm due to the testing og drugs on 

them. One of the statics shows the around 100 million 

animals are used every year for the clinical trials. The 

research shows that almost around half of the new drugs 

were found unsafe for animals [9]. The research also shows 

that clinical trials provide very less information about the 

human toxicity reactions. For example, Sitaxentan caused no 

explicit liver injury in animal experiments, whereas the 

hepatotoxicity was prominent in humans. This research 

shows that the drug reacted to the animals differently in 

comparison to humans. [5] 

 

Current methods for testing the toxicity of a high number of 

chemicals rely on High-Throughput Screening (HTS). HTS 

experiments can investigate whether a chemical compound 

at a given concentration exhibits a certain type of toxicity, 

for a number of different compounds in parallel. These 

experiments are repeated with varying concentrations of the 

chemical compound, which allows us to determine those 

response curves [2]. Conducting these HTS experiments are 

time and cost intensive processes. Typically, a compound has 

to be tested for several types of toxicity at different 

concentration levels. Thus, the whole procedure has to be re-

run multiple times for each compound. Usually, a cell line 

has to be cultivated to obtain a single data point. 

 

Quantitative structure activity relationship (QSAR) 

relationships are used to predict the toxicity, behavioral 

parameters and physiological properties. QSAR are the 

chemical models that show the patterns between the 

chemical structures. QSAR relations can be used to predict 

the toxicity by finding out the similar relationship between 

the chemicals of the same toxicity [15]. Advanced machine 

learning algorithms have helped to predict the toxicity of the 

chemicals when combined with the QSAR relations and 

HTS. Commonly adopted machine learning algorithms are 

Support vector machines, decision trees, and k-nearest 

neighbors [15]. The Tox21[17] program aimed to identify 

new methods for assessing chemical toxicity in the form of 

QSAR models in order to improve the identification of 

chemicals that may affect the functions of seven nuclear 

receptors (AR, AR-LBD, ER, ER-LBD, Ahr, Aromatase, 

PPAR-gamma) and five stress response pathways (ARE, 

ATAD5, HSE, MMP, p53) in the human body. 

 

A chemical structure can be characterized by a series of 

numerical values known as molecular fingerprints or 

descriptors. They can show molecule properties such as log P, 

molecular weight, hydrogen bond donors, acceptors, 

rotatable bonds, and so on, which be relate to experimental 

proof. They may also be 2D Fragmentbased fingerprints, 

such as MACCS, which are represented by bit arrays of 0s 

and 1s, with each bit location indicating the presence or 

absence of structural fragments (166 bits). ECFP‟s are 

another kind of the fingerprints, which is defined as the 

Extended Connected fingerprints. The properties of the 

ECFP include: 

 

 They reflect molecular structures by means of circular 

atom neighborhoods 

 They can be measured very easily 

 They are built to reflect both the presence and lack of 

functionality, both of which are important for the study of 

molecular behavior 

 

2. Literature Review 
 

Toxicity of the medicine/drug is one of the most important 
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criteria for the examination of the consumables drug. To 

assess the toxicity of chemicals and medicines, the 

regulatory agencies require in-vivo testing for several toxic 

endpoints, leading to many animal experiments conducted 

annually [19]. This process can be simplified using machine 

learning and deep learning methods. 

 

The quantitative structure activity relationship (QSAR) 

approach is one of the most popular and commonly used 

approaches [20]. QSAR models were widely employed to 

predict physicochemical properties, environmental 

behavioral parameters and toxicity of diverse chemicals. The 

basic QSAR assumption is that similar molecules have 

similar activities. Thus, by studying the relationship between 

chemical structures and biological activities, it is possible to 

predict the activities of new molecules without actually 

conducting lab experiments. Researchers have implemented 

the algorithms like ensemble learning combined with the 

Random forest. There are chemical descriptors which can be 

used for predicting the toxicity of the chemical compounds. 

Chemical descriptors are those that are calculated mainly 

based on the molecular structure-derived information‟s, 

atomic types, atomic charges and atomic distances. Among 

which the most commonly uses is the molecular fingerprints. 

In which there are different types of fingerprints which can 

be used to predict the toxicity of the chemical compounds. 

The MACCS is the most common fingerprint Each of the 

166 bits encodes a specific structural characteristic. [20]. In 

practical combinations of the molecular fingerprints and 

machine learning algorithms are Pubchem-SVM and 

MACCSRF. The merits of SVM and RF are apparent. SVM 

performs the best among many machine learning models, 

among RF, k-nearest neighbor (k-NN), and naive Bayes 

[14][6][4][22]. MAP4, ECFP4, MHFP6 are the best 

performing fingerprints that give good results for the toxicity 

prediction.[8][12]. 

 

3. Methods and Materials 
 

 Data 

We have used Tox21 data to build the machine learning 

model. The data contains almost 10,000 samples of the 

molecules. The toxicity is divided into seven nuclear 

receptors (AR, AR-LBD, ER, ER-LBD, AhR, Aromatase, 

PPAR-gamma) and 5 stress response pathways (ARE, 

ATAD5, HSE, MMP, p53) in the human body. There are four 

possible assay outcomes for each compound: active, inactive, 

inconclusive or not tested. Only those chemicals labeled as 

either active (1) or inactive (0) were retained for this study. 

For each molecular smiles (molecular formulae) MACCS 

and ECFP4 fingerprints were calculated using the RdKit and 

combined them [13]. As the data is highly imbalanced, for 

each of the toxicity we have used the overbalancing 

technique to balance the imbalanced the data.[10] 

  

 Algorithm 

Logistic regression is a statistical model that, in its basic 

form, models a binary dependent variable using a logistic 

function. The hypothesis of logistic regression tends to limit 

the cost function between 0 and 1. 

 
We have used naive bayes algorithm as it offers fast 

computational sifier systems, or simply assembly systems. 

In this study we have used two ensemble models [18]. 

 Decision Tree, Random Forest and Support Vector 

Machine 

 Logistic Regression, Decision tree, Support Vector 

Machines 

 

In our study, the Tox21 dataset was highly dimensional and 

highly imbalanced. For datasets with such large features and 

a small number of minority class samples, classification often 

suffers from over fitting. Thus, we have implemented 

overbalancing technique. 

 

4. Performance Evaluation Matrix 
 

We have used these as performance evaluation matrices to 

evaluate the models. Binary classification models 

performances are also being expressed primarily by four 

ways i.e. 1. True positive (TP) The number of true active 

chemicals correctly predicted as active by the model 2. False 

positive (FP) As number of true inactive chemicals 

incorrectly predicted as active 3. True negative (TN) The 

number of true inactive chemicals correctly predicted as 

inactive 4. False negative (FN) The number of true active 

chemicals incorrectly predicted as inactive. The True 

Positive Rating (TPR) can also be referred as Sensitivity or 

Recall which is a fraction of the correctly expected active 

chemicals. True negative rate (TNR) or precision gives a 

comparable metric (accuracy) to the inactive (majority) 

class. Precision derives the probability of a model for 

making correct active class predictions. Most evaluation 

metrics can be derived from the above four terms. Precision 

measures of the above model are a chance of making a 

successful active class. The F1 score is the harmonic mean 

of the accuracy and memory. Equally, balanced accuracy 

(BA) is the mean of sensitivity and specificity all groups. 

 

Time during training and prediction as well as it allow 

parameter complexity and is not affected by irrelevant 

features [14]. 

 

Support Vector Machine, is a linear model that can be used 

to solve classification and regression problems. It can solve 

linear and nonlinear problems and is useful for a wide range 

of practical applications. SVM is based on a simple concept: 

The algorithm draws a line or a hyperplane to divide the 

data into classes. 

 

A Decision tree is a tree structure that looks like a flowchart, 

with each internal node representing a test on an attribute, 

each branch represents the test outcome and each leaf node 

(terminal node) holding a class label [15]. 
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RF is a robust supervised learning algorithm that has been 

commonly used for classifications in many data science 

applications. The RF model consists of a number of 

individual decision trees that function as a set. The 

individual decision trees are created by randomly selecting 

the features of each node to decide the break. During 

classification, each tree vote‟s and the class with the most 

votes is the model‟s prediction. [4] 

 

Ensemble learning is a method in which several models, 

such as classifiers are strategically created and combined to 

solve a specific computational intelligence problem. 

Ensemble learning is primarily used to improve the 

(classification, prediction, function approximation, etc.) 

performance of the model. The Ensemble based method is 

achieved by integrating a variety of models (classifiers). As a 

result, such systems are also known as multiple class. 

 

In addition, the two widely used matrices AUC [7] were also 

calculated using Scikit learn [10] to evaluate and compare the 

overall performance of the classifiers. 

 

5. Results 
 

 Data Curation and Preprocessing 

Table 1 shows an overview of the preprocessed training and 

test datasets of chemicals and their behaviors as determined 

by 12 in vitro assays. The raw Tox21 datasets contains over 

12 thousand chemicals, some of them were retained for each 

assay after preprocessing. Due to the lack of labels of some 

of the chemicals were not used. As the data was highly 

imbalanced we have used the oversampling technique to 

train the data. The test data was not sampled. 

 

Table 1: Comparison between the training (before sampling 

and after sampling) data and test data 
Assays Training Data 

Before Sampling 

Training Data 

After Sampling 

Testing 

Data 

NR-AR 7485 14366 1872 

NR-Ahr 6531 11542 1633 

NR-AR-lbd 6875 13282 1719 

NR-armotase 5776 10954 1445 

NR-ER 6152 10824 1539 

NR-ER-lbd 6998 13304 1750 

NR-ppar-gamma 6543 12718 1636 

SR-ARE 5731 9696 1433 

SR-atad5 7268 13986 1818 

SR-HSE 6516 12348 1630 

SR-MMP 5852 19784 1464 

SR-p53 6903 12918 1726 

 Selecting the ensemble learning as the base classifier 

A comparison of six popular machine learning algorithms, 

i.e., random forest (RF), logistic regression(LR), decision 

trees (DT), Naive Bayes (NB), support vector 

machine(SVM) and Ensemble learning(EL), was done using 

the training datasets of all the twelve assays. These 

algorithms were implemented in Scikit-learn with default 

parameter settings. The purpose of this preliminary study 

was to select a base classifier from these algorithms. AUC 

score was calculated and used as the metric to evaluate 

classification performances. As shown in Table 2, Ensemble 

learning was the gave the best results for 8 of the 12 assay 

datasets, including NRAhr, NR-armotase, NR-PPAR-

GAMMA, SR-ARE, SR-ATAD5, SR-HSE, SR-MMP, SR-

P53. Ensemble learning was the second best performer for 

others 4 assays. The average score of the Ensemble learning 

algorithm was 0.78 AUC. The second best algorithm was 

support vector machine (SVM) with an average score of 

0.766 AUC. Thus, ensemble learning algorithm 

outperformed the other 6 algorithms on the Tox21 dataset. 

Thus, we chose the ensemble learning algorithm as the best 

classifier. [Table-2] 

 

Comparing the results of two Ensemble Learning Models 

As mentioned in the earlier section [Algorithms Used], we 

have used two types of ensemble learning algorithm‟s to 

explore which works better to predict the toxicity. In the first 

algorithm we have used the Decision Tree, Random Forest 

and Support Vector Machine algorithms and in the second 

we have used Logistic Regression, Decision tree, Support 

Vector Machine algorithms. In the previous section 

[Selecting the ensemble learning as the base classifier], we 

have mentioned the results of the second algorithm. 

 

 

Figure 1: Comparison between two Ensemble learning 

model 

 

Table 2: Comparison between the results of the different models according to the AUC 

Assays 
Ensemble 

Learning 

Logistic 

Regression 

Naive 

Bayes 

Support 

Vector Machine 

Random 

Forest 

Decision 

Tree 

NR-AR 0.786 0.80 0.704 0.786 0.789 0.77 

NR-Ahr 0.81 0.786 0.61 0.78 0.74 0.74 

NR-AR-LBD 0.87 0.86 0.88 0.87 0.86 0.84 

NR-armotase 0.80 0.78 0.60 0.78 0.72 0.74 

NR-ER 0.70 0.69 0.55 0.71 0.68 0.67 

NR-ER-lbd 0.785 0.781 0.70 0.786 0.770 0.772 

NR-ppargamma 0.66 0.67 0.65 0.69 0.61 0.663 

SR-ARE 0.770 0.75 0.557 0.76 0.71 0.70 

SR-atad5 0.74 0.73 0.66 0.72 0.65 0.68 
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SR-HSE 0.74 0.73 0.66 0.72 0.65 0.68 

SR-mmp 0.84 0.82 0.57 0.83 0.79 0.798 

SR-p53 0.797 0.794 0.593 0.78 0.71 0.75 

 

Performance evaluation for the Ensemble Learning 

Model 

The goal behind using ensemble learning algorithm is to 

combine the predictions of several base estimators to 

enhance the robustness over one estimator. The ensemble 

learning algorithm [Logistic Regression, Decision tree and 

Support Vector Machines] is trained to classify the toxicity. 

In this, we have used the voting based ensemble learning 

method, where we have used the hard voting method to 

classify the toxicity for every assay. We have used the hard 

voting method to get the prediction from all the classifiers. 

The class voted the most by the classifiers is the output of 

ensemble learning model. The decision tree and logistic 

regression were trained with default parameters, whereas the 

support vector machine was trained with the kernel as a 

polynomial with a degree of two. For each of the 12 assays, 

we have trained all 6 machine learning algorithms on the 

training dataset and then the trained models were used to 

determine the score of the performance evaluation matrices. 

We have omitted the accuracy (the ratio of accurate 

predictions to the total number of chemicals) from the 

matrices panel shown in Table 3 because the accuracy can 

be deceptive while assessing the model‟s success for a 

strongly imbalanced classification. In particular, a high 

accuracy does not mean that the prediction model is capable 

of accurately predicting the uncommon classes. 

 

 
Figure 2: Performance Evaluation For Ensemble Learning 

model 

 

Table 3: Performance Evaluation For Ensemble Learning 

Assays Recall Precision 
F1 

Score 

Balanced 

Accuracy 

NR-AR 0.87 0.67 0.626 0.787 

NR-Ahr 0.606 0.68 0.746 0.812 

NR-ARLBD 0.757 0.735 0.88 0.87 

NR-armotase 0.62 0.53 0.57 0.800 

NR-ER 0.50 0.44 0.47 0.70 

NR-ER-lbd 0.59 0.60 0.60 0.78 

NR-ppargamma 0.453 0.37 0.411 0.71 

SR-ARE 0.612 0.608 0.612 0.77 

SR-atad5 0.45 0.457 0.453 0.74 

SR-HSE 0.55 0.49 0.52 0.74 

SR-mmp 0.74 0.69 0.72 0.84 

SR-p53 0.626 0.626 0.626 0.79 

 

 

6. Conclusion 
 

Due to the high imbalance ratio, the algorithms tend to easily 

overfit on the data and do not give correct results. Thus, we 

have applied the sampling techniques to avoid overfitting. 

However, using the undersampling technique might result in 

the loss of information. Thus, to avoid the overfitting of the 

data we have used the oversampling technique. In this study, 

we have used a combination of MACCS and ECFP4 as 

fingerprints. Evaluation matrices were used to predict the 

reliability of the machine learning algorithms. The highest 

average AUC achieved was 0.78 by the ensemble learning 

model. The outputs will benefit and enable greater use of in-

silico toxicity models as a decision-making tool to assess the 

potential health risks of chemicals and drugs. 
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