Detecting Pneumonia from X-Ray Images using Deep Learning
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Abstract: The pneumonia disease is a major health problem for many, especially for developing nations where billions face poverty and rely on polluting forms of energy. Pneumonia is a common disease we have fought against for thousands of years. It's about time we put an end to this. Automating this detection task would greatly improve the efficiency of radiologists. Consequently, there is an urgent requirement for early location and treatment of such ailments. The information which is gathered by data analysis of hospitals is utilizing by applying different blends of calculations and algorithms for the early-stage prediction of pneumonia ailments. Deep Learning is one of the slanting innovations utilized in numerous circles far and wide including the medicinal services application for predicting illnesses. In this research, we compared the accuracy of deep learning algorithms that could be used for predicting the overall risks. The proposed experiment is based on standard deep learning algorithm such as Convolutional Neural Network (CNN), and VGG19 Model in Keras.
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1. Introduction

Pneumonia is an infection in the lungs that can be caused by bacteria, viruses, or fungi. According, to World Health Organization more than 808,000 children under the age of 5 in 2017 has been died which accounts 15% of all deaths of children under 5 years[1]. Chest X-rays are currently the best method for diagnosing pneumonia. However, there is still a lack of access with almost two-thirds of the world’s population lacking access to radiology diagnostics [2]. It is even more difficult to make an X-ray of the chest than other methods such as CT or MRI. This leads to negative results. Thus, a feasible and accurate prediction of pneumonia diseases is very important. Laborite, from all around the world collects data on various health-related issues. This data can be exploited using various deep learning techniques to gain useful insights. Thus, these algorithms have become very useful, in recent times, to predict the presence or absence of pneumonia disease in lungs. To begin with, the work we are using different types of techniques and algorithms. In this paper, the image classification techniques and algorithms are used to increase the accuracy rate. In deep learning, classification algorithms In Machine learning, classification algorithms are supervised learning approach in which the computer learns from the input data and learn from it. This data collection can basically be bi-class (such as recognizing that the person is an animal or a human or whether the e-mail is spam or not spam) or it may be in many categories. Here are the names of classification algorithms which we are going to implement and compare the accuracy in this research: 1) Convolutional Neural Network (CNN).

2. Background of study

The lung is most important organ of the human body. The lungs are the center of the respiratory (breathing) system. Every cell of the body needs oxygen to stay alive and healthy. The air we breathe contains oxygen and other gases. When our air are in the lungs, oxygen is carried into your bloodstream and passed on to your body. Your body also needs to remove carbon dioxide. This gas is a waste product produced by cells during their normal, daily activities. The dataset which is used for image classification is available on the Kaggle website. The classification goal of this study is to predict whether the patient has a risk of pneumonia disease or not. The lungs dataset consist of more than 5000 images for training set and 600 images for testing set. The data analysis is carried out in Python programming by using Google colab Lab which is a more flexible and powerful data science application software.

3. Methodology

3.1 Workflow of building Deep Learning Problem

Figure 1 indicates the steps forward in order to build model.

Figure 1: Workflow of Building Deep Learning Model.

3.2 Data Acquisition

The data has been collected from the Kaggle website.

3.3 Data PreProcessing
To build more accurate deep learning model, data preprocessing is required. Data preprocessing is the process of cleaning data and keeping the data which is needed.

3.4 Select Deep Learning Model

After preprocessing of data we will be using keras machine learning library based on Custom Deep Convolutional Neural Network for training and testing dataset.

3.5 Analyzing of X-Rays

I started by analyzing a couple of x-rays through a CNN. Compared to ancient neural networks, Convolutional Neural Networks are more economical at processing image knowledge.

In convolutions, rather than going pixel by pixel, we have a tendency to use “filters” to research parts of a picture. This can be a robust model, that it will scale back the amount of operations from an easy network within the many millions to but 10 million. exploitation CNNs I classified all of my information[3].

4. Implementation of Deep Learning Model

4.1 Importing the Libraries

Here I have loaded the required libraries into Google colab to build a machine learning model.

4.2 Reading the Data Set

I have loaded some normal and pneumonia images to just take a look at how much different they look.

4.3 Organizing our Data

Detecting respiratory disorder in an x-ray scan could be an easy binary classification problem: either we have a tendency to observe respiratory disorder, or we have a tendency to don’t. I provided this illustration with numbers! zero meant traditional and one meant respiratory disorder. Using Python, I created a knowledge frame for every image, tagged with zero or one betting on its folder, and shuffled all together. And I also split data sets into three main parts i.e train, test and validation.

4.4 Implementing CNN

The Convolutional Neural Network (ConvNet / CNN) is a Deep Learning algorithm that can capture imagery, give value (readable and discriminatory instruments) to the various elements / elements in the image and be able to distinguish one from the other.

In my tests, I usually set a batch_size = 64. Usually a number between 32 and 128 should work well. You should usually increase / decrease the batch size depending on the computational resources and model performance.
The next step was to build a model. This can be explained in the next 5 steps.

1) I used five convolutional blocks that contain a layer of convolutional, max-pooling and batch-normalization.
2) On top of that I used a flat layer and followed it with four layers that were fully connected.
3) And in the middle I used the dropouts to reduce the excess balance (over-fitting).
4) The function of activation was Relu throughout the last layer where it was Sigmoid as this is a problem of binary separation.
5) I used Adam as an optimizer and cross-entropy as a loss.

5. Training a Model

Next I trained the model with 10 epochs with 32 batch size. Please note that usually the higher batch size gives better results but is paid for by a higher calculation load. Another study also states that there is a good batch size of positive results that can be obtained by investing sometime in the hyper-parameter setting [4]. Figure shows a training accuracy of model.

5.2 Visualizing the loss and accuracy plots

Figure shows good model because the model is converging which can be observed from the decreases in loss and validation loss with epoch. Moreover, we have just used 10 epochs and accuracy of the model is 90%.

5.3 Accuracy using Confusion Matrix

Basically, confusion matrix is a matrix which is used to measure Recall, Precision, Accuracy, and AUC-ROC curve it is also known as an error matrix. For this project, I have used confusion matrix to check Test and Train matrix accuracy which is nearly 92% for test dataset and 95% for train dataset.

6. Conclusion
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The main purpose of this research is to compare the accuracy of CNN algorithm on lung data sets and build a model which is useful for future where we will not need a x-ray machine to check that we have pneumonia or not we can do that by just using our smartphones. Although, by just using 10 epoch we are getting nearly 95% accuracy. Moreover, this project is in complete completion but it is amazing to see the success of an in-depth learning model.

7. Future Scope

Nowadays, most of the people have smart devices such as smartphones and laptop. Through deep learning models we can develop such app or website which can detect and classify X-Rays image consisting of lung cancer and pneumonia. It will be a huge achievement that we will not need a laboratory to check our x-rays and we can do it by our own. We have seen in recent time we are need to this type of technology and our next approach should be tackle this type of problem.
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