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Abstract: In natural language processing, key phrase extraction is a necessary activity that helps map documents to a collection of 

emblematic phrases. For many uses, such as publication ranking, query-based engines, such as Google Scholar, etc., these sentences 

can be used. A small set of terms, key phrases and keywords which define the meaning of the document are described by extracting 

keywords. Keyword search enables efficient search of large document sets. Text categorization techniques can be applied to assign 

relevant key-phrases to new documents. In the training materials, a predefined list of key-phrases from which all key-phrases for new 

documents are chosen is issued.For each key-phrase, the training data defines a set of documents associated with it. For each key-

phrase, standard machine learning techniques are used to construct a "classifier" from the training materials, using those applicable to 

it as positive examples and the remainder as negative examples. If a new text is given, the classifier of each key-phrase will process it. 

The LSTM algorithm is used to classify key phrases in this research work. Our LSTM network has been trained with 5 types of data, i.e. 

sports, entertainment, technology, politics, and industry. The LSTM network classifies text from the categories listed. 
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1. Introduction 
 

Key phrases are a collection of terms that represent a 

document's main topic of interest. It plays critical roles in 

document description, text mining and web content retrieval. 

Since it is closely linked to a document, it represents the 

content of the document and serves as an example of the 

document in question. To understand the main contents of 

the text, it is important to extract the ideal key phrases. 

 

Knowledge is now one of the most significant and powerful 

weapons in the modern world. We get an increasingly large 

amount of data or information from different sources, such 

as emails, web pages, electronic records, etc., every 

moment.But all the sources do not meet the readers' needs of 

the user as it is more difficult to locate the relevant details 

from a large amount of paper. For the very fast increasing 

content, it is very very difficult for a human being to find out 

the summery or extract the key topics from a wide body of 

text. Automatic extraction of keywords offers an accurate 

and efficient way for broad documents to be summarized. 

The terms that can quickly extract the main problems or 

subjects discussed in a text document are key phrases. It is 

very useful for efficiently classifying, clustering, and 

summarizing text documents.Keyword extraction allows the 

reader to discover a simple description of documents by 

extracting the most relevant words from a file. So, 

Keywords offers a description of a document that leads to an 

improved method of retrieving information. For several 

purposes, key phrases are essential and useful tools to 

remove. 

 

For example, i) key phrases include a description that lets 

readers make faster decisions on whether the article is worth 

reading in-depth, ii) increase the efficiency of document 

indexing, iii) allow readers to quickly locate an article 

related to a particular topic or issue, and iv) enable a search 

engine to make the search more accurate for 

readers.Recurrent  

 

 

 

Neural Network for Key phrase Extraction:  

A recurrent neural network (RNN) is a type of artificial 

neural network used primarily for speech recognition and 

the processing of natural language (NLP). In deep learning 

and in the creation of models that mimic neuron activity in 

the human brain, RNN is used. 

 

Recurrent networks are designed to identify patterns 

originating from sensors, financial markets, and government 

agencies in data sequences, such as text, genomes, 

handwriting, spoken word, and numerical time series data. 

 

Except that a memory-state is added to the neurons, a 

recurrent neural network looks similar to a traditional neural 

network. A basic memory will be used in the computation. 

 

A type of deep learning-oriented algorithm which follows a 

sequential approach is the recurrent neural network. We 

often presume, in neural networks, that each input and 

output is dependent on all other layers. These types of neural 

networks are referred to as recurring because they conduct 

mathematical computations sequentially. 

 

The recurrent neural will perform the following. 
First of all, the recurrent network transforms independent 

activations to dependent ones. It also assigns all layers the 

same weight and bias, which decreases the complexity of 

parameter RNNs. And it offers a standard medium for 

memorizing past outputs by supplying the next layer with 

the previous output as an input. 

 

All three layers are combined into a single recurring unit 

with the same weights and biases. 

For the current status measurement— 

ht =f(ht-1, Xt) 
Where ht= current state 

Ht-1= previous state 

Xt= input state 

 

To apply the activation function tanh, we have- 

ht = tanh (Whhht-1+ WxhXt) 
Where: 
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Whh = weight of recurrent neuron and, 

Wxh = weight of the input neuron 

The formula for calculating output: 

Yt = Whyht 
 

Training through RNN 

 A single time-step input is taken by the network. 

 Using the current input and the previous state, we can 

determine the present state. 

 Now, the present state for the next state by means of ht-1 

 There are n numerous phases, and all the data can be 

joined in the end. 

 After all the steps are completed, the final step is to 

measure the performance. 

 Finally, the error is determined by measuring the 

difference between the real output and the estimated 

output. 

 In order to change the weights and achieve a better result, 

the error is propagated back to the network. 

 

Types of RNN 
The key explanation for the more exciting recurrent 

networks is that they allow us to operate over vector 

sequences: input sequence, output sequence, or, in the most 

general case, both. Some examples may be more concrete: 

 
In the picture above, every rectangle represents vectors, and 

arrows represent functions. The input vectors are red, the 

output vectors are blue, and the RNN state is kept in green. 

 

One-to-one: 

It is also known as Simple Neural Networks. This deals 

with a fixed input size to the fixed output size, where it is 

independent of previous information/output. 

Example: Classifying pictures. 

 

One-to-Many: 

It deals with a fixed information size as an input and 

provides a data sequence as an output. 

Example: Image Captioning takes the image as the input 

and generates a word expression. 

 

Many-to-One: 

It takes an information sequence as an input and outputs a 

fixed output size. 

 

Example: analysis of feelings where any expression is 

categorized as reflecting a positive or negative feeling. 

 

 

 

 

 

 

Many-to-Many: 

It takes an information sequence as an input and outputs a 

fixed output size. 

Example: analysis of feelings where any expression is 

categorized as reflecting a positive or negative feeling. 

 

Bidirectional Many-to-Many: 
Input and output synced sequence. Note that there are no 

pre-specified limits on the sequences of lengths in each case 

since the recurrent transformation (green) is fixed and can be 

applied as many times as we like. Example: Video 

classification in which we want to mark each video frame. 

 

Advantages of Recurrent Neural Network 

 A series of data can be modelled by RNN such that each 

sample can be presumed to be based on previous ones. 

 In order to expand the active pixel neighbourhood, a 

recurrent neural network is also used with convolutional 

layers. 

 

Long short-term memory (LSTM) RNN in Tensor flow 
An artificial recurrent neural network (RNN) architecture 

used in the field of deep learning is long short-term memory 

(LSTM). SeppHochreiter and Jurgenschmidhuber 

suggested it in 1997. LSTM has feedback links, unlike 

normal feed-forward neural networks. Not only single data 

points (such as images), but even whole sequences of data 

can be processed (such as speech or video). 

 

LSTM, for instance, is an application for tasks such as un-

segmented, related recognition of handwriting or 

recognition of expression. 
 

A general LSTM unit consists of a cell, an input gate, an 

output gate, and a gate to forget. Over arbitrary time periods, 

the cell remembers values, and the flow of information into 

and out of the cell is governed by three gates. LSTM is well 

suited for classifying, processing and predicting the 

uncertain length of the time series given. 

 

2. Result and Discussion  
 

This analysis uses the LSTM algorithm to classify key 

phrases. We trained our LSTM network in this study with 5 

data types, i.e. sports, culture, tech, politics, and industry. 

The LSTM network classifies text from the categories listed. 

 

We create and begin with an embedding layer with a 

tf.keras. Sequential model. One vector per word is stored by 

an embedding layer. It transforms sequences of word 

indices, when called, into sequences of vectors. Words with 

similar definitions also have similar vectors after practicing. 

For an LSTM layer, the Bidirectional wrapper is used, which 

propagates the input through the LSTM layer forwards and 

backwards and then concatenates the outputs.This helps 

LSTM to consider dependencies in the long term. To do 

classification, we then fit it to a dense neural network. In 

place of tahn function, we use relu because they are very 

good alternatives from each other. 

 

First read csv file  
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LSTM classify i.e the input data related to politics. 

 
 

LSTM classify i.e the input data related to Bussiness. 

 
 

LSTM classify i.e the input data related to Entertainment. 
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3. Conclusion  
 

In recent years, the importance of the method of text 

summarisation has increased due to the large amount of data 

available on the Internet. It is possible to break text 

summarisation into extractive and abstractive approaches. A 

method of extractive text summarization produces a 

summary consisting of terms and phrases based on 

linguistics and statistical features from the original text, 

while a method of abstractive text summarization rephrases 

the original text to produce a summary consisting of new 

phrases. This analysis uses the LSTM algorithm to classify 

key phrases. We trained our LSTM network in this study 

with 5 data types, i.e. sports, culture, tech, politics, and 

industry.The LSTM network classifies text from the 

categories listed. 
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