
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2019): 7.583 

Volume 10 Issue 3, March 2021 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Face Detection Using Haar Cascade Classifiers 
 

Bhavana R. Maale
 1
, Dr. Suvarna Nandyal

2 

 

1VTU, University, CSE Department, Kusnoor Road, India 

sg.bhavana[at]gmail.com 
 

2 PDA College of Engineering, CSE Department, India 

suvarna_nandyal[at]yahoo.com 

 

 

Abstract: The main building block on which all automated systems concerned with human faces are designed is face detection. In 

many person-system user interfaces, precise face identification is important; the real implication is the precise approach to face 

identification. This paper proposes, a 3-stage face detection system architecture that is based on the Haar Cascade Classifiers. Pictures 

of classical Indian kathak and kuchipudi dances are included. In the proposed method, 94 percent of the faces were correctly identified 

using 1000 images for research. 
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1. Introduction 
 

Face detection is a system in which, using an algorithm, an 

input image is analyzed to determine the part(s) of the image 

contains a human face. In conjunction with face tracking, 

gesture recognition and individual popularity, a lot of 

person-system interface (HMI) work may be effective and 

appropriate for proper initialization. Face reputation (FR) 

tactics are, for example, susceptible to proper face 

orientation. It is always inadequate to define a right face to 

reap the preferred final classification implications. 

 

The Haar Cascade Classifiers (HCC) are actually receiving a 

great deal of attention. The competitively efficient 

identifiers were given high identification speeds, which 

indicated the ability to use themselves in a stable real-time 

HMI structure. For this aim, the objective was first to learn 

the effective HCC face detectors, after which they were 

integrated into an ordered technique. In addition, we 

changed the HCC's specified charges to incorporate the 

additional know-how requirements in the first place. 

 

In this work, by using HCC, we add a 3-level-ordered face 

recognition machine. At level 1 we apply state-of-the-art 

facial recognition. Second, we're applying the HCC. Finally, 

our machine produces the outcomes and detection rates. 

 

2. Art in facial recognition 
 

A person's face is an eternal, endlessly different 3-

dimensional entity whose presence is vulnerable to each 

style, voice, and motion. This mixture of differences and all 

possible morphological variations (including colors, facial 

hair, and make-up) in recurring skin features renders it 

difficult to recognize faces. In addition to these completely 

equivalent of smooth teaching, the incorrect output of 

efficiency identification dependent most easily on personal 

intelligence points to the appropriate system learning 

methods. 

 

Huang et al. [1] introduced the Polynomial Neural Network 

(PNN) to test face recognition. PNN is a one-layer status 

which takes the polynomial expansion of input image 

functions into account. The feature pool has been changed 

into a Sobel filter pixel intensity value. The necessary 

evaluation of additives (PCA) has been applied to minimize 

vector features. It became evidence that the device applied 

to output structures of gradient decomposition was less 

suitable for complex approaches. 

 

The author Heisele explained that it et al. [2] has 3 unused 

first-level support -Vector Gadget (SVM) to classify eyes, 

nose and mouth areas of capacity. The 2nd classifier 

checked whether the person's face could always be 

assimilated to their related position. Instead of any facial 

characteristics, Bileschi and Heisele recommended SVM 

through affluent backgrounds. 

 

HCC is first used by Viola and Jones [4] to establish Haar 

Cascade Classifiers and to identify face. For accurate and 

effective system recognition, the value of applying cascades 

of simple classifiers would be beneficial. Lienhart et al. [5] 

further introduced HCC by improving the pool of features 

along with various Haar-like feature orientation. He also 

validated the dissatisfaction of several poor classifiers and 

developed techniques to improve the precision of the 

cascades. 

 

They fused HCC with a group of frail classifiers. The HCC 

has been used for the adaptation and isolation of objects that 

are not faces. Based on Gaussian features, the leftover 

windows were protected with the help of classifiers. The 

homomorphism filtering proposal from Wang et al. [7] is 

used for variations in intensity. The person is validated with 

the aid of SVM and the area of the exact faces has been 

enhanced with updated channels. 

 

3. Haar Cascade Classifiers 
 

The HCC was applied to effectively integrate 3 variables. 

The framework operates on an intensive mix of 

characteristics, which can be easily visualized in a rigid 

time, instead of precisely operating on frame process values. 

Using the features-based approach, class variability is 

reduced in order to maximize divisional variability. Second, 

the use of an enhancement algorithm allows for the 
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compilation of a limited subset of adequate characteristics 

and guidance which can be used to identify new data. In the 

cascade architecture, each layer of classifiers absorbs a 

smaller and smaller percentage of training data, i.e. this 

model works easily. 

 
3.1 Haar-like features 

 
Liennart, says in his article, "The following formula can be 

applied to the determination of hair-like characteristics. 

 
 

where rectsum (x, y, w, h,') is the sum of pixel values 

present in a detection window for an upright or rotated 

rectangle and a, b, I, g,' stands for the rectangle's co-

ordinates, dimensions, and rotation (see figure 1.1). 

 
Some restrictions are given to decrease latency for infinite 

distinct features: 
Adding pixel values to two rectangles (n=2) is permitted. 

 

The weights would be used to reward the subtraction of the 

region of two rectangles that currently have reverse signs, 

which means !0¢ area (r0) = ¡!1¢ area (r1), substituting !1 = 

1 one gets !0 = ¡area(r0)=area(r1) 

 

The characteristics would be somewhat similar to those used 

in the early stages of the person's vision journey, such as the 

gabor filter directional validation. 

 

 
Figure 1.1: Top right and moving squares in the 

Identification window 

 

These shortcomings eliminate 14 paradigm characteristics 

(see Figure 1.2), which can be armoured in the two 

instructions and placed any part of the detection window. 

This makes the creation of an intense pool of characteristics. 

The alternatives would be conceptualized as the proportion 

of pixels summed under rectangles in black and white and 

armoured to compensate for the dissimilarity of places. It is 

worth noting that line choices are commonly known to be a 

combination of two rectangles: one involving both black and 

white, while the second just an area of absolute darkness. 
 

 
Figure 1.2: Prototypes of Haar-like characteristics 

 

Two innovative image amalgamations would be added to 

valuate functionality effectively. To compute features 

according to upright rectangles, the overall encapsulated 

area table (sat(x, y)) [4] is used. Each table entry is defined 

as the amount of pixel intensities spreading from (0, 0) to (x, 

y) across the upright rectangle in addition to being filled 

according to the expression: 

 
 

The SAT helps the picture aspect of measurement to sum up 

every other upright rectangle with just four look-up tables 

when filled. 

 
The methodology of the Face identification 

 
 

To quantify rotated functions, some other supporting 

abstractionism called the rotated summated region table [5] 

will be used. For any pixel total of any rotated rectangle, 

each entry is loaded with the following value, which can be 

computed according to: 

 
 
3.2 Classifiers cascade 

 

In certain situations, only a part of the picture is loaded with 

the identified object. Therefore, relative to each window, it 

is easier to quickly chuck out non-object regions and focus 

on those that are connected. Such an approach is permitted 

by the cascade structure. This involves the n levels that 

correlate the observed object with the background, i.e. of 

successively associated classifiers. Each stage specifies that 

the true positive ratio P close to 1 is accomplished with the 

false positive p ratio g normally held at 0.5. The windows of 

the positive classifier are passed to the following phase; 

further processing is prohibited for the others. 

 
Figure 1.3: Structure of the cascade detector 

 

The sufficient choice of P, g and m leads to a high true 

positive ratio and a decreased false positive ratio being 

reached at the same time by a detector. The thresholds 

would be successively attained in order to realize the 

optimal efficiency of detection. Only the first step classifier 
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is presented with the cumulative units of positive and 

negative tests. The rest are only trained for sub-groups that 

have been through the very last steps. In this system, 

classifiers meet additional challenging obligations at 

consecutive thresholds and must find variations in order to 

preserve the desired ranges of P and g. 

 

3.3 The single stage classifier 

 

Having defined a pool of extreme positive factors, one must 

find a way to select the lowest subgroup to ensure the 

detection speed necessary. Reinforcement is a principle of 

machine learning that combines weak classifiers into a 

single tough cast called a strong classifier. 

 

Acicular carts have been using poor classifiers in the HCC. 

Its scale is only unique to many alternates. The easiest case 

inside. Then we honestly trust just a feature. The use of 

some weak classifiers decreases learning, but consists of 

retaining some relatives in a weak classifier enclosed by 

functionality. Such additional classifiers may not be 

necessary for the stated recognition to succeed. The 

strengthening algorithm called AdaBoost [10] is used to 

collect weak classifiers into a powerful one. 

Adaboost algorithm: 

1) Let consider n samples (a;b);where a 2 R
k
; b 2 (¡1; 1) 

2) weights W = 1=n; j= 1;  

3) redo  till l and m are accomplished, for n= 1, 

a) Use the regression function (the CART) fm (x ) by 

the weighted least-squares of a to b having weights 

W 

b) Set  W= W¢ exp(lyi ¢ fm (xi )) 

4) Result of the classifler: sign[ 
PM

 fm (x )] 

                                              n=1 

 

4. The system’s architecture 
 

Tracking objects consists of 3 phases. The HCC face 

detector disturbs the full frame in the 1st stage, integrating 

the near positive outcomes of HCC to achieve a single 

outcome of detection. By using 4-split cart as a poor 

classifier and position setting for 0.999 the required tp ratio 

of each point, the HCC decides along with the conciliate 

AdaBoost. 2500 face images of kathak and kuchipudi 

dances are included in the positive learning package for face 

HCC. The negative collection appears by indiscriminately 

assembling 3,500 images that do not contain any faces. 

Error identifiers smaller than 0.1 were called as true 

positive, and some were called as false positives. 

 

5. Results 
 

 
Figure (a): Automatically detected face of Kathak dance 

using Haar cascade classifier 

 

 
Figure (b): Automatically detected face of Kuchipudi dance 

using Haar cascade classifier 

 
Table 2: Results of Face Detection 

Video sample No of frames Frames Detected Face Detected 

Kathak 237 15.5880 54.5289 

Kuchipudi 329 20.9837 52.9032 

 

6. Conclusions 
 
The suggested method recognizes individual facial features 

and verifies a person's identity. Haar-based face detection 

for real-time applications is a common and powerful face 

detection algorithm. In frontal face detection, the Haar based 

face detector has high precision. The level of identification 

depends on the form of images in the database. The bigger 

the database, the more time for recognition. 
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