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Abstract: A great number of works in sentiment classification have been developed, usually involving machine learning algorithms. 

The ensemble classifier is a subfield of machine learning that combines different base classifiers to form one powerful classifier. In the 

text classification, the ensemble classifier cannot process the text directly. Instead, it requires a feature extraction technique to convert 

the text to numeric forms. The extraction technique has great effects on the classification accuracy. The purpose of this paper is to 

enhance the accuracy of the ensemble classifier by defining the best feature extraction technique for the ensemble sentiment classifier. 

Hence, the accuracy of an ensemble model with three well-known feature extraction techniques, which are Bag of words (BOW), Term 

Frequency-Inverse Document Frequency (TF-IDF), Word2vec, are evaluated and analyzed on four experimental datasets. The 

ensemble classifier was composed of Support Vector Machine (SVM), Logistic regression (LR), k-nearest neighbor (KNN), and Random 

Forest (RF) as base classifiers. The analysis result indicates that using an ensemble classifier with TF-IDF delivered better 

classification accuracy than using BOW or word2vec. In contrast, the ensemble classifier usually reported its lowest accuracy with 

word2vec. 
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1. Introduction 
 

Sentiment analysis has recently become a very popular and 

attractive research area. Sentiment analysis uses natural 

language processing, computational techniques, and text 

analysis approaches to classify text into positive and 

negative [1]. As a result of the vast amount of text data, the 

analysis of this data has become important for most 

governments, companies, universities, business 

entrepreneurs, research centers, etc... The main benefit of 

these analyses is to obtain feedback information about 

events, products, people, and services that provide helpful 

information for decision making [2]. The machine learning 

approach has gained popularity in the sentiment analysis 

area. An effective subfield of machine learning, i.e. 

ensemble learning, refers to the development of learning 

models by combining a diverse set of learning algorithms for 

increasing predictive power and performance. 

 

In the text classifications, machine learning classifiers 

cannot process the raw text directly. Instead, the text must be 

transformed into numeric data. For this reason, feature 

extraction is a significate requirement for text classification. 

Feature extraction is an algorithm or a model that converts 

text to numeric forms called features. Many models have 

been utilized to extract features from text data such as BOW, 

Term Frequency–Inverse Document Frequency (TF-IDF), 

and Word to Vector (word2vec). Although many techniques 

are available, however, the suitable one must be utilized to 

enhance the accuracy of ensemble learning. The literature 

shows evidence that using suitable feature extraction 

technique can be enhancing the classifier performance [3]. 

Also, there is no agreement on the optimal feature extraction 

technique for all classifiers. That means if a feature 

extraction technique able to achieve good performance with 

a classifier, there is no guarantee to have the same impact 

with other classifiers. This paper aims to determine the best 

feature extraction technique for enhancing ensemble 

classifier performance. To this end, an ensemble classifier 

was evaluated with three popular techniques including 

BOW, TF-IDF, and word2vec for comparing their impacts. 

Four different datasets were used for experiment purpose. 

The experiments involved; gathering datasets, 

preprocessing, feature extraction, implicating ensemble 

classifier, and evaluation of the results. The rest of this paper 

is organized as follows: Section 2 shows the literature 

review. The methodology is explained in section 3. While 

section 4 provides the results and discussion. Finally, section 

6 highlights the conclusion and future work. 

 

2. Literature Review 
 

Although the most common classifiers are working well and 

giving high accuracy results in different domains, for 

example, the applications in [4], [5], [6], [7], however, the 

ensemble classifiers have been proved themselves to be 

effective when compared with that provided as a single 

classifier, specifically in the sentiment classification domain. 

The literature shows different feature extraction techniques 

have been implemented with the ensemble classifier such as 

BOW, TF-IDF, and word2vec. 

 
BOW is one of the well-known feature extraction techniques 

that is frequently used with a single machine learning 

classifier as well as with ensemble classifiers. The key idea 

of BOW is to represent the text into a collection of N 

numbers called vector counts. These vectors contain words 

and their frequency counts, meaning that BOW does not 

preserve the original text structure resulting from 

disregarding word order and grammar. Onan et al. [8] 

provided an ensemble scheme for sentiment classification, in 

which the BOW  was used for feature extraction. They used 

five algorithms as a base classifier, which are Bayesian 

logistic regression, Naive Bayes (NB), linear discriminant 
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analysis, Logistic Regression (LR), and Support Vector 

Machine (SVM). Their ensemble classifier was evaluated on 

9 different datasets and the results showed good 

achievements.  Perikos et al. [9] presented an aspect-based 

sentiments classifier which aims to identify the sentiment of 

the text based on the specific aspect. The aspect-based 

sentiment classification task has been executed in two steps 

which are aspect term extraction by using a combining of 

various natural language processing techniques including 

BOW, part of speech tagging, and Stanford parser 

optimization and sentiment classification that combining 

NB, SVM, and Maximum Entropy (EM) as ensemble 

classifier. 
 

TF-IDF is one of the significant techniques that is a scaled-

up model of the BOW approach. It presents normalized 

counts of the words, in which the counts of each word are 

divided by the number of documents in the dataset that 

contain this word. The counts of words are high when the 

words high-frequency in the document, but decrease if the 

word is high-frequency in all documents in the dataset. 

According, the words that frequently occur in all classes is 

irrelevant and assigned a low number. Several previous 

studies confirm the preference of TF-IDF over other feature 

extraction techniques for some individual classifiers. For 

example, Wang et al [3]. examined the effects of four feature 

methods, i.e. word2vec, TF-IDF, doc2vec, and the counter 

vectorizers on SVM, LR, NB, and KNN algorithms. The TF-

IDF and counter vectorizers features have maximum 

accuracy. The highest accuracy was achieved by SVM and 

LR with TF-IDF or counter vectorizer. For ensemble 

classifiers, many earlier works considered the TF-IDF  for 

feature extraction [10], [11], [12].  

 

Word2vec (word to vector) is a state of art model developed 

in 2013 by Google [13]. This model uses the Neural 

Networks approach to detect the sematic and semantic 

relations of the word by exploring word co-occurrence in 

documents given for training the model. This model 

represents each word as a vector located in a high 

dimensional vector space.  If two words share a common 

context and have a similar meaning, then these words are 

placed close to each other in the vector space. Al-azani[14] 

recommended the use of the word2vec feature with 

ensemble classifiers for sentiment classification in the case 

of imbalanced class datasets. Also, Xu [15] utilized the 

word2vec with an ensemble classifier, which combined 

Neural Networks models, for sentiment classification. The 

evaluation results confirm the effectiveness of this 

framework, in which it achieved a substantial performance 

gain more than its base models. Since the ensemble 

classifiers were utilized with different feature extraction 

techniques in the literature, this paper investigates the best 

one for enhancing the classification performance. 

 

3. Methodology 
 

This section explains the overall steps of the methodology 

used in this paper, which involve gathering and 

preprocessing the datasets, feature extraction, ensemble 

classification, and evaluations. Fig. 1 illustrates these steps. 

 

 

3.1 Preprocessing  

 

Preprocess steps are the processes of removing redundant 

and irrelevant information to decrease the feature size. These 

steps allow enhancing the accuracy of machine learning 

algorithms [20]. 

 
Figure 1: Methodology steps 

 
3.2 Datasets Gathering 

The collected datasets involve different sizes and sources 

including Twitter datasets, news datasets, and reviews 

datasets. Table 1 shows a brief description of each dataset. 

 

Table 1: Dataset description 
# Dataset name size Positive Negative Source 

1 
health care reform 

(hcr)[16] 
1,066 729 337 Twitter data 

2 Sander [17] 832 317 515 Twitter data 

3 
Financial Phrase 

Bank-100 (FP)[18] 
873 507 303 News data 

4 Book [19] 2000 1000 1000 Review data 

 

Five popular preprocessing steps of text data, i.e. data 

cleaning, stop word removal, lowercase conversation, 

tokenization, and stemming are considered in this work. A 

brief definition of these steps as follows: 

 Data cleaning: To improve the quality of data, unwanted 

observations such as punctuations, numbers, short words, 

and special characters, were removed.  

 Stop words removal: Stop words are high-frequency 

words without dependency on a specific topic such as 

prepositions. Stop words are commonly assumed to be 

redundant and irrelevant in sentiment analysis studies 

because they have high occurrence rates without giving 

useful meaning. 

 Lowercase conversation: Since lowercase and uppercase 

forms of words are expected to have no different 

meaning, all capital letters were converted to small 

letters. 
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 Tokenization: is a process of segmenting the text into 

meaningful parts such as words or phrases, namely 

tokens. 

 Stemming: is a process is to get the root forms of all 

words. Stemming is important in natural language 

processing to deal with the different forms of the derived 

words as a single stem word. 

 

3.3 Feature Extraction  

 

Among different feature extraction techniques, the BOW is 

the most common domination technique utilized with 

ensemble learning in previous studies. However, some of 

these studies have confirmed that the TF-IDF technique 

achieves better results than BOW [3]. The BOW and TF-

IDF focus on the word frequency and treat the words as 

discrete symbols. Thereby, they don’t take into 

consideration the word order and semantic of the words. The 

word2vec overcome this limitation by capturing the 

additional information of the word such as word similarity. 

Hence, BOW, TF-IDF, and word2vec are selected as 

experiment variables. By using Python programming 

language, the BOW and TF-IDF techniques were 

implemented through utilizing sci-kit-learn library, while the 

gensim library was used to import word2vec model. Each 

resulted features were divided into training and testing sets 

as 80% and 20%, respectively. The training set was served 

training the ensemble classifier and the testing set was used 

for evaluation purposes. 

 

3.4 Ensemble Classification and Evaluation  

 

To meet the main goal of these experiments, an ensemble 

classifier is constructed and evaluated with all constructed 

features. For building an ensemble model, we have to define 

the base classifiers and the combination method of these 

classifiers. Among different combination methods, voting is 

an effective, simple, and frequently used method for forming 

ensemble learning. In the simplest voting approach, named 

majority voting, each one of the base classifiers set is 

contributed equally and provide a single vote.  

 

The most frequented vote is considered as the final 

classification output of the ensemble model. So, the majority 

voting method was used as a combination method. The 

SVM, Logistic regression (LR), k-nearest neighbor (KNN), 

and Random Forest (RF) were included as base classifiers 

for the ensemble model because they are popular and well-

known base classifiers in sentiment classification. The 

ensemble classifier was trained using the training subset of 

each constructed feature. For evaluation purposes, the 

accuracy metric was considered as an evaluation measure on 

testing subsets of each feature. The accuracy is a ratio of true 

classification instance among all instances. 

 

4. Result and Discussion 
 

Based on the experiments, we evaluated the ensemble model 

and its base classifier accuracy with BOW, TF-IDF, and 

wor2vec features as shown in Table 2. 
 

 

 

Table 2: Classifiers evaluation among different features 

Dataset Feature 
Classifier Name Ensemble Model 

Accuracy LR SVM KNN RF 

Hcr 

BOW 78.29 76.35 74.41 78.68 77.51 

TF-IDF 75.96 76.74 74.41 75.58 77.51 

Word2vec 79.06 76.74 76.35 77.13 77.13 

Sander 

BOW 80.83 70.65 76.64 61.67 79.64 

TF-IDF 80.83 76.04 75.44 75.44 80.23 

Word2vec 75.44 67.66 69.46 63.47 69.46 

FP 

BOW 78.85 84.00 79.42 73.71 79.42 

TF-IDF 77.71 80.57 77.71 77.14 80.00 

Word2vec 75.42 62.85 72.00 64.57 73.71 

Book 

BOW 74.25 70.50 75.25 55.75 72.5 

TF-IDF 77.00 66.25 78.25 69.75 77.00 

Word2vec 73.00 69.00 74.25 67.50 74.50 

 

In Table 2, the best feature for the ensemble model and its 

base classifiers on all used datasets are highlighted. The 

findings confirm the usefulness of the TF-IDF feature over 

BOW and Word2vec features for the ensemble model in all 

datasets. On the other hand, the Word2vec feature is often 

the worst choice for the ensemble model in all datasets 

except for the Book dataset. For base classifiers, it is clear 

that no single feature can uniformly outperform other 

features over all datasets. For example, there is no 

agreement on the best feature in the case of SVM according 

to the tested datasets. Further analysis showed that the best 

feature differs based on the used classifiers and dataset. 

However, TF-IDF confirms its effectiveness in most 

circumstances of various base classifiers and datasets.   

 

Many interesting observations highlight the relationship 

between the ensemble model and its base classifiers in terms 

of feature influences. Firstly, we can see in the case of the 

Hcr dataset that no one of the base classifiers was preferred 

with TF-IDF, however, their ensemble model was recorded 

its best result with the TF-IDF feature. Secondly, most base 

classifiers in Financial Phrase Bank-100 dataset reported 

their best performance with BOW, while their ensemble 

performed its greatest performance with TF-IDF.  

 

Accordingly, these observations indicate that the TF-IDF 

feature is suitable for ensemble learning regardless of the 

optimal feature for its base classifiers. 

 

The usefulness of the TF-IDF over others maybe because it 

highlights significant words more than the BOW and 

Word2vec features. This means TF-IDF is distinct from 

BOW in giving the frequent words in all datasets, positive 

and negative data, lower values than the distinctive words. 

Thus, TF-IDF accentuates the informative words and 

eliminates the common word [21]. Under the assumption 

that the Word2vec represents extra semantic features, 

Word2vec neglects the frequency of each word concerning 

the used dataset. The distinction of unique words for each 

class is helpful in text classification. This is just a supposed 

reason and further work is needed to explore the theoretical 

reasons behind this result. 

 

5. Conclusion and Future Work 
 

Since any machine learning classifier requires an extraction 

technique that converts the text into a convenient form 

called features. This work examines three well-known 
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extraction techniques, which are BOW, TF-IDF, and 

word2vec, to define the convenient one for ensemble 

learning. Different scenarios of applying the three extraction 

techniques with the ensemble model were evaluated on four 

experimental datasets. The experiment results reveal that the 

TF-IDF technique yields enhancement on ensemble 

accuracy more than others. On other hand, the word2vec 

technique is usually the worst choice for ensemble learning. 

As future work, the experiments can be expanding by testing 

more than three feature extraction methods with more than 

four testing datasets. Also, we can examine more than one 

type of ensemble classifiers by changing the combination 

method. Besides, by using the association rules methods 

[22], it can find a set of similar and associated classifiers that 

can give high results as an ensemble model based on using 

the Apriori algorithm. 
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