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Abstract: Paper reviews the work on text - to - speech systems including its advances. Brief history along with its types viz articulatory 

synthesis, formant synthesis and concantenative synthesis is also discussed in the paper.  
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1. Introduction 
 

Speech is the simplest modality of communication for 

human being. Due to advances in technology, speech can be 

processed by the computing devices. As a result 

communication tasks are easy to process and propagate. 

Speech Synthesis is a task to process and convert the text 

into speech. Main goal of the speech synthesis which is also 

known as speech - to - text is to produce the artificial speech 

but it should not be the robotic sound.  

 

TTS is very popular and become a research area in the 

domain of artificial intelligence and natural language 

processing.  

 

TTS which is also known as speech synthesis has wide range 

of applications such as reading text for visually impaired, 

call centre automation, weather announcement. TTS 

involves study of various disciplines such as core linguistics, 

acoustics and phonetics, digital signal processing, artificial 

intelligence, human - computer - interface and machine 

learning. Recent advances in the speech synthesis 

application are striving to produce real time speech in 

multilingual domain due to the development in the field of 

deep learning. It is equally notable that the synthesized 

speech has improved to the extent and suitable for real time 

applications.  

 

This paper covers the review and recent advancements in 

speech synthesis including the history, approaches, 

fundamental concepts of TTS.  

 

2. History of TTS 
 

In late 1950s, electronic devices brought a resolution in 

speech synthesis system. It was the time when speech 

synthesis system built using computers [48]. The approaches 

and techniques used for the speech synthesis are articulatory 

synthesis [24, 25], formant synthesis [44, 45] and 

concantenative synthesis [40, 20, 19, 22]. Wide popularity 

and development in statistical machine learning, another 

approach comes into picture i. e. statistical parametric 

speech synthesis [37, 12, 10, 36]. SPSS works well as 

compared to other methods and approaches and able to 

predict the various parameter such as fundamental 

frequency, duration and spectrum.  

 

Real time results are appreciated with neural network based 

speech synthesis from the year 2010 and it has become 

prominent method due to large processing power availability 

[26, 28, 29, 30, 33, 31, 32].  

 

3. Articulatory Synthesis 
 

Articulatory synthesis is a method where human articulators 

such as toungue, lips, glotis, velar, teeth along with the vocal 

tract is involved. Sychronised movement of these 

articulators [24, 25] produce the speech. Articulatory 

synthesis approach is based on the places of articulation and 

manner of articulation such as position of lips, teeth [2].  

 

Data used for this model is from MRI or x - ray images. 

Collecting the data for articulatory synthesis is biggest 

challenge as heavy expenses are involved in purchasing the 

high precision MRI and x - ray machine [3]. It is also very 

difficult to model all the articulators with all positions which 

result in unsatisfactory quality of synthesized speech.  

 

4. Formant Synthesis 
 

Formant synthesis is based on source - filter model. 

Extraction of formant parameter and then mapping the 

parameter with the phoneme based on certain derived rules 

from the spectrogram. Due to limited memory this approach 

looses the naturalness. Compare to articulatory synthesis, 

formant synthesis is more intelligible and works well with 

low memory system.  

 

5. Concantenative synthesis  
 

Concantenative synthesis [19, 23, 21, 22, 20] is base on the 

concept of concantenation of chunks of speech stored in the 

database. In this approach database search is performed to 

match with input speech unit and thereafter the successfully 

matched speech units are concantenated. Concantanative 

approach produce natural speech as compared to articulatory 

and formant synthesis. It requires more memory as the 

variety of combination of recording of speech need to store 

in database. Diphone synthesis and unit selection synthesis 

are the two approaches to perform concantanative synthesis. 

Each possible phoneme is recorded and concantenated in 

diphone synthesis. After the concantenation in diphone 

synthesis. After the concantenation, diphones are modified 

so that prosody of the speech could be adjusted by the signal 

processing unit [1]. Unit selection approach doesnt require 

signal processing unit stores the speech units along with the 

prosodic features in the database [4].  
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Rule based implementation in the concantanative synthesis 

consume large amount of memory whereas statistical 

methods such as hidden markov model works well by 

retrieving the average of similar speech sound [5].  

 

It is also known as statistical parametric synthesis. It 

overcomes the drawback of concantenative TTS [10, 12, 11, 

13] viz naturalness. Audio is more natural. Huge amount of 

data require in concantenation synthesis whereas in 

parametric synthesis less data is needed. This method is laso 

flexible and can modify the parameters.  

 

6. Advances in TTS 
 

In the recent year, natural and accurate speech synthesis is 

achieved by deep neural network techniques and is proved to 

be superior than Hidden Markov Model [6].  

 

Deep reinforcement learning (DRL) is investigated for 

speech synthesis. [7], graph neural network framework [8] is 

used to formulate the novel neural TTS architecture. This 

project is named as GraphSpeech. .  

 

Model based on the encoder decoder architecture with self - 

attention or bi - directional long short - term units are 

capable of synthesing high quality speech waveform from 

linguistics features are generated in WaveNet [18] which is 

termed as first modern neural TTS model.  

 

DeepVoice is the model which follow the statistical 

parametric syntheis but gradually upgrade the mode with 

neural network. There are other several models such as 

Tacatron1/2 [17], DeepVoice3 [14], FastSpeech1/2 [15, 16] 

are more sophisticated version of speech synthesis. It uses 

mel - spectrogram to simplify acoustic features.  

 

As compared to concantanative synthesis and statistical 

parametric synthesis, neural network approach is superior in 

terms of intelligibility and naturalness. It does not require 

much human processing and feature could be learnt 

automatically.  

 

7. Conclusion 
 

Paper reviewed the research work for speech synthesis. It 

has major two divisions, one is to introduce the history of 

TTS systems and the gradually moving to starting from 

electronic era to digital era where the various approaches 

including neural network approach is also reviewed  
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